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ABSTRACT

Background The application of crowdsourcing to surgical education is a recent phenomenon and adds to increasing demands on
surgical residency training. The efficacy, range, and scope of this technology for surgical education remains incompletely defined.

Objective A systematic review was performed using the PubMed database of English-language literature on crowdsourced
evaluation of surgical technical tasks up to April 2017.

Methods Articles were reviewed, abstracted, and analyzed, and were assessed for quality using the Medical Education Research
Study Quality Instrument (MERSQI). Articles were evaluated with eligibility criteria for inclusion. Study information, performance
task, subjects, evaluative standards, crowdworker compensation, time to response, and correlation between crowd and expert or
standard evaluations were abstracted and analyzed.

Results Of 63 unique publications initially identified, 13 with MERSQI scores ranging from 10 to 13 (mean = 11.85) were included
in the review. Overall, crowd and expert evaluations demonstrated good to excellent correlation across a wide range of tasks
(Pearson’s coefficient 0.59-0.95, Cronbach'’s alpha 0.32-0.92), with 1 exception being a study involving medical students. There
was a wide range of reported interrater variability among experts. Nonexpert evaluation was consistently quicker than expert
evaluation (ranging from 4.8 to 150.9 times faster), and was more cost effective.

Conclusions Crowdsourced feedback appears to be comparable to expert feedback and is cost effective and efficient. Further
work is needed to increase consistency in expert evaluations, to explore sources of discrepant assessments between surgeons and
crowds, and to identify optimal populations and novel applications for this technology.

Council for Graduate Medical Education (ACGME)
operative case logs are a surrogate for a trainee’s
surgical exposure and surgical skills, but may only
accurately capture the true extent of resident involve-
ment in 47% to 58% of cases.'®! Most trainees
additionally receive informal feedback on their
operative technique from surgical mentors, although
the quality, quantity, and formative value of that
feedback varies. A single surgeon’s view may be
biased and reflect only a limited breadth of observed
surgical procedures.'>'3 Moreover, such feedback
often is not timely. In 1 large academic orthopedic
surgery program, 58% of residents reported that
technical, with operative skill itself having a direct evaluations were rarely or never completed in a timely

) . . o ) manner, with more than 30% completed more than 1
correlation with surgical complications and patient ., 14
57 month after a rotation’s end.

To help standardize feedback, structured assess-
ment tools have been developed, such as the Objective

Introduction

Traditional models of surgical training rely on the
apprenticeship model and the Halstedian concept of
graduated responsibility with advancement through
residency."” The changing landscape of surgical
training and practice, influenced by modern educa-
tional theory, new technologies, cost consciousness,
work hour reform, and national patient safety
concerns, necessitates a shift in the traditional
paradigm of volume-based surgical competency for
residents and practicing surgeons.'™ At the national
level, malpractice claims have shown that 41% of
errors in surgical care causing patient harm are

$S900E 93l} BIA /Z2-01-GZ0g 1e /wod Aioyoeignd:poid-swud-yiewlarem-jpd-awiid;/:sdiy wouy papeojumoq

outcomes.
A critical component to mastering surgical tech-
nique is frequent, immediate feedback.®” However,

current feedback mechanisms remain limited in
objectivity, timeliness, and scope. The Accreditation

DOI: http://dx.doi.org/10.4300/JGME-D-17-00322.1

Editor’s Note: The online version of this study contains the surgical
technical skills assessment instrument, the quality assessment scores
of included studies, and the summary of evaluation metrics and
agreement between crowds and experts.

Structured Assessment of Technical Skills (OSATS),
the Global Operative Assessment of Laparoscopic
Skills (GOALS), and the Global Evaluative Assess-
ment of Robotic Skills (GEARS; provided as online
supplemental material).’>~'” While such metrics have
been used by expert surgeons largely to evaluate
videotaped simulation tasks and intraoperative sur-
gery, this approach is not easily scalable. With the
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growing use of simulation in surgical education, the
resources required for video recording (in addition to
the time and cost for each surgeon’s participation) are
significant.'®'” This problem has been recognized
nationally, and the Association for Surgical Education
recently designated the determination of the best
methods and metrics to assess surgical performance
among its top 10 research priorities.*

In this context, interest in crowdsourcing has
grown. Crowdsourcing refers to a problem-solving
approach in which a specific task is completed more
effectively by a large cohort of decentralized individ-
uals than by any single person or small group.”!
Although participants may lack expertise within the
relevant fields, the distributed wisdom of the group
brings the advantages of efficiency, scalability, flexi-
bility, and diversity to solving a particular prob-
lem.?**? The Internet has facilitated access to this
technology: Amazon (Seattle, WA) Mechanical Turk
is 1 example of an accessible online crowdsourcing
platform.

Crowdsourcing has been successfully applied with-
in medicine to help discover protein folding patterns,
generate phylogenetic promoters, diagnose colonic
polyps, and identify red blood cells infected with
malaria.>*?” In the clinical arena, it has been
explored for diagnosing bladder cancer with confocal
laser endomicroscopy, identifying diabetic retinopa-
thy, and teaching at both the premedical and graduate
medical education levels.?873! However, 1 of its most
promising applications is in assessing technical skills,
an area in particular need of innovation in the current
training environment.

We performed a systematic review of the current
literature about use of crowdsourcing technology in
the evaluation of technical skills tasks to assess its
efficacy, efficiency, and potential applicability across a
wide range of surgical training contexts. We hypoth-
esized that this technology is a valuable adjunct to
traditional feedback mechanisms for technical skills
development, both for trainees and experienced
surgeons. Several areas of emerging research in the
applications of crowdsourcing to surgical training are
also explored.

Methods

A systematic literature search using PubMed (US
National Library of Medicine, Bethesda, MD) was
performed in February 2017. The search encompassed
English-language articles using the Boolean search
strings: “crowdsourcing” AND “surgery” (32 results);
“crowdsourced assessment” AND “surgery” (3 re-
sults); “crowdsourcing” AND “technical skills” (14
results); and “crowdsourcing” AND “surgical skills”
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(14 results). Given the relative novelty of the subject,
personal communication with subject matter experts
was used to identify additional articles that may have
been missed in the initial query. Results were
combined and duplicates removed. Abstracts were
screened by a single reviewer (J.C.D.), and non-
relevant publications were excluded (non-English
articles, oral presentations, editorials, non—peer-
reviewed publications, and articles using crowdsourc-
ing for purposes other than evaluation of a surgical
procedure or task performed by trainees or practicing
surgeons).

The full texts of remaining articles were then
reviewed to determine whether they met the following
inclusion criteria: (1) peer-reviewed manuscript rep-
resented original research; (2) methodology and
results were included; (3) crowdsourcing was used
in an evaluative capacity; and (4) standardized
metrics were used to evaluate task performance.
References for those articles were reviewed to identify
any additional articles that met inclusion criteria. The
literature search was repeated on April 2, 2017, to
ensure that no additionally published studies were
missed. All studies were assessed for quality using the
Medical Education Research Study Quality Instru-
ment (MERSQI), and studies of the lowest quality
(MERSQI score §) were excluded.’” Study back-
ground information (authors, year, journal, and
methodology) was collected for each article. Data
regarding performance task, subjects, evaluative
standards, and crowdworker compensation were
abstracted from each study, along with data on
response times to queries and on the correlation
between crowd and expert evaluations.

Results

Using the initial search criteria, 63 unique publica-
tions on crowdsourcing and technical skills evalua-
tion were identified. Two articles identified in
discussion with subject matter experts were already
included in the literature search. Forty-eight abstracts
were excluded for nonrelevant subject matter. Of the
15 full-text articles reviewed, 2 were excluded
because they did not contain original research (1
clinical review article and 1 systematic review).>>>*
Review of references identified 1 additional publica-
tion, which was ultimately excluded because it was
solely an abstract.>® The remaining 13 articles were
evaluated for quality, with MERSQI scores ranging
from 10 to 13 and a mean MERSQI score of 11.85
(SD = 0.9; provided as online supplemental material).
All 13 studies were well above the minimum
MERSQI score for inclusion (FIGURE 1).
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FIGURE 1
Flow Diagram for Study Inclusion and Exclusion in
Systematic Review

The 13 studies assessed a wide array of technical
tasks across a range of training levels (TaBLE 1). Four
evaluated laparoscopic simulation tasks exclusive-
ly,'?3¢3% 4 evaluated robotic simulation tasks
exclusively,®”~**
tions.*>** Live intraoperative surgical performance
was evaluated by 2 published articles.*>**® Most
studies evaluated a group of expert surgeons and
residents across a range of experience levels. Of the 4
that did not, 1 examined a single “above average”
performer,” 1 included only general surgery in-
terns,>® 1 assessed practicing urologists,*® and 1

and 2 evaluated procedural simula-

exclusively evaluated medical students.*” All but 1
study used the Amazon Mechanical Turk platform to
solicit nonexpert feedback; the remaining study
recruited nonexpert respondents through a web-
site,*! and 1 study also queried inexperienced
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Facebook users for feedback.?” Crowd and expert
feedback was characterized using well-described,
objective global evaluation metrics. Some studies
additionally assessed individual task components.
Two studies examining live surgical videos more
specifically scored the performance of procedural
subcomponents using unique task-specific evaluation
score metrics.*>**¢ A third study solicited crowd and
expert preferences for more optimally performed
segments of a single task.*!

There appeared to be generally consistent correla-
tions between crowds and experts for global technical
performance ratings (provided as online supplemental
material). Six studies reported that correlation for 16
unique tasks and 2 task subcomponents using
Pearson’s coefficients, with good overall correlation
for global task performance (Pearson’s r = 0.75-0.95)
and component-specific scores (Pearson’s 7= 0.74—
0.83).36738:42:45:46 The sole exception was a laparo-
scopic clip-applying task (Pearson’s r=0.59).>” Six
studies reported Cronbach’s alpha scores to charac-
terize the consistency between crowds and experts,
with values greater than 0.9 indicating excellent
agreement, 0.7 to 0.9 indicating good agreement,
and below 0.5 indicating poor and wunacceptable
agreement. 3840434447 £ 10 tasks assessed in the
studies, Cronbach’s alpha ranged from 0.62 to 0.92,
with a single outlier of o = 0.32 in a cohort of medical
students performing a fulguration exercise on a
commercial virtual reality laparoscopic simulator
(FIGURE 2).*” The overall strong consistency was
independent of the evaluation metric used. Where
reported, mean score ratings between experts and
crowds tended to be similar,*>***” and there was
good agreement in overall pass/fail decisions between
crowds and experts.*®>%4¢ Where assessed, interrater

CORRELATION BETWEEN EXPERT AND CROWD
SCORES OF TECHNICAL SKILLS PERFORMANCE
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FIGURE 2

Summary of Crowd and Expert Correlations of Procedural Performance Across Included Studies
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TABLE 1

Summary of Current Studies Evaluating Application of Crowd-Based Evaluation of Surgical Skills

Source, y

Task Performers

Total/Screened
Evaluations?®

Task

Chen et al,*°
2014

1 above average performer

501/409 crowdworkers
107/67 Facebook users
10/9 attending surgeons

Robotic knot tying task

general surgery
= Trainees
= Fellows
= Surgeons

3 expert robotic surgeons

Holst et al,' 3 urology residents (PGY-2, 250/206 crowd responses FLS intracorporeal suturing
2015 PGY-4, PGY-5) 50/34-43 crowdworkers/video
2 urology faculty 3 experienced robotic surgeons
Holst et al,*® 12 surgeons of varying robotic | 600/487 crowd responses Live, porcine, robotic-assisted
2015 surgical experience 50/35-46 crowdworkers/video urinary bladder closures
7 experienced robotic surgeons
White et al,*® | 49 surgeons 2027/1443 crowd responses for = Robotic rocking pegboard
2015 = 25 urology, general surgery, pegboard task = Robotic suturing task
and obstetrics and 30 crowdworkers/video
gynecology trainees (PGY-1 1668/1498 crowdworkers for suturing
to PGY-6) task
= 24 faculty surgeons 30 crowdworkers/video
3 experienced urologic surgeons
Malpani et 4 expert surgeons 147 crowd responses Robotic suture throw and knot
al,*’ 2015 14 trainee surgeons 8 expert faculty surgeons tying (evaluated by task
1 expert surgeon (assign global rating segments)
score)
Aghdasi et 26 participants in 780 crowd responses Simulated cricothyroidotomy
al,** 2015 otolaryngology 30 crowdworkers/video procedure
= Medical students 3 expert faculty
= Residents
= Attending physicians
Polin et al,*? 105 participants in obstetrics 448 crowd responses Robotic surgical drills
2016 and gynecology, urology, 41 to 43 crowdworkers/video = Tower transfer

= Roller coaster
= Big dipper

= Train tracks
= Figure-of-8

Vernez et al,*’
2017

25 medical student urology
residency interviewees

Open square knot tying: 1606 crowd
responses/50 videos

Laparoscopic peg transfer: 749 crowd
responses

Robotic suturing: 767 crowd
responses; Skill task 8 on LAP
mentor: 816 crowd responses

6 expert surgeon response; 2 experts/
video

= Open square knot tying

= Laparoscopic peg transfer
= Robotic suturing

= Skill task 8 on LAP mentor

applicants

= Urology trainees (PGY-3 and
PGY-5)

= 6 attending urologists

Deal et al,*® 7 general surgery intern 203 crowdworkers FLS tasks
2016 volunteers 6 faculty experts = Peg transfer
= Precision cutting
= Intracorporeal knot tying
Lee et al,*’ 99 Canadian trainees No. of crowdworkers not reported AUA basic laparoscopic urologic
2017 = Medical student urology 2 expert faculty skills curriculum tasks

= Peg transfer

= Pattern cutting

= Suturing/knot tying

= Vascular clip application
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Summary of Current Studies Evaluating Application of Crowd-Based Evaluation of Surgical Skills (continued)

Source, y

Task Performers

Total/Screened
Evaluations®

Task

Kowalewski et
al,*® 2016

24 representative videos of
medical students, residents,
fellows, and faculty from 8
academic urology training
programs

1840/1438 crowd responses
60 crowdworkers per video
5 expert faculty

AUA basic laparoscopic urologic
skills curriculum tasks

= Peg transfer

= Suturing

Powers et al,*
2016

5 surgeons

= PGY-3 and PGY-4 urology
residents

= Attending surgeons

548 crowd responses
> 30 crowdworkers/video
> 3 clinical experts/video

Intraoperative renal artery and
vein dissection during live
robotic partial nephrectomy

Ghani et al,*®

2016

Practicing urologists enrolled in
MUSIC

30-55 crowd responses/video
25 MUSIC surgeons
4 peer reviewers/video

Live video from nerve-sparing
robotic-assisted laparoscopic
radical prostatectomy

Bladder neck dissection
Apical dissection

Nerve sparing
Urethrovesical anastomosis

Abbreviations: PGY, postgraduate year; FLS, fundamentals of laparoscopic surgery; AUA, American Urological Association; MUSIC, Michigan Urological

Surgery Improvement Collaborative.

? Across all studies, all evaluators (total) were screened prior to inclusion. Those who did not meet validation standards were excluded from study

analysis, and the remainder were included (screened).

reliability among expert scores was moderate to good
overall, with a wide range of correlations: Cronbach’s
alpha ranged from 0.79 to 0.95, Krippendorff’s alpha
ranged from 0.25 to 0.55, intraclass correlation
ranged from 0.38 to 0.88, and Fleiss’ kappa = 0.55
(provided as online supplemental material).

Across nearly all studies, it was quicker to receive
feedback from crowds than it was from experts. One
article did not report time to feedback, and 2 reported
that value for crowdworkers only.>”*%** For the
remaining studies, average time to return feedback
from nonexperts ranged from 2 hours and 50 minutes
to 5 days, depending on the video length and task
complexity. Most nonexperts responded within 48
hours. In contrast, experts took between 26 hours and
60 days to return feedback for the same tasks. Where
reported, crowds consistently completed evaluations
more quickly, ranging 4.8 to 150.9 times faster than
experts (TABLE 2). In 1 study, it was noted that crowd
responses were faster when the remuneration was
doubled, suggesting that compensation may directly
affect crowdsourcing efficiency.*’

Where reported, remuneration for nonexpert eval-
uations was minimal, ranging from $0.25 to $1.00
per task (TABLE 2). One study used community
volunteers rather than Amazon Mechanical Turk
workers, which compensated participants with a
$10 gift card.*' Five studies did not report the
crowdworker remuneration.*®?”*>%34¢ One study
computed the cost difference for crowdworkers and
experts to evaluate robotic pegboard transfer and

suturing tasks.*® Crowdworkers’ costs were estimated
at $16.50 for 30 evaluations versus $54 to $108 for 3
surgeon evaluations, suggesting that crowd-based
feedback may be a more economical way to evaluate
technical performance.

Discussion

Across multiple studies, there was considerable
concordance between objective evaluation scores
from crowds and experts for almost all tasks and
task components examined. Moreover, crowd-based
feedback was consistently more timely and less
expensive than feedback from expert surgeons. These
findings are consistent with those reported in a 2016
systematic review by Katz.>* Our review additionally
included studies that specifically examined novice as
well as expert surgeons, representing the extremes of
technical ability.*®*”

As no previous studies have reported subanalyses
for differing training levels, the inclusion of studies
spanning a wider range of technical abilities allowed
an initial assessment of how crowdsourcing technol-
ogy may apply to trainees at varying levels of
experience. Notably, in studies evaluating practicing
surgeons exclusively, excellent correlation persisted.*®
However, some of the poorest agreement between
crowd and expert scores was found in the study that
exclusively involved medical students, who are
novices.*” This finding is corroborated by Aghdasi
et al,** who examined instances where crowd and
expert scores of a cricothyroidotomy simulation
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TABLE 2
Summary of Time and Cost of Crowdsourced Feedback
Average Time to Feedback Ratio of Expert: Nonexpert
Source, y Crowd Time Compensation,
Nonexperts Experts To Feedback $/Task
Chen et al,*® 2014 = Turk workers: 5 d 24d 48 1.00/HIT
= Facebook users: 25 d
Holst et al,’® 2015 2 h 50 min 26 h 9.2 0.50/HIT
Holst et al,** 2015 4 h 28 min 14 d 45 0.75/HIT
White et al,*® 2015 = Suturing task: 8 h 52 min N/A 0.25/pegboard task
= Pegboard task: 108 h 48 min 0.50/suturing task
Malpani et al,*' 2015 <72h ~672h | 216 10 gift card/survey
Aghdasi et al,** 2015 10 h 60 d 144 0.50/HIT
Polin et al,** 2016 16 h N/A N/A N/A
Vernez et al,*” 2017 + Open knot tying: 3 h 4 min 22d 150.9 0.44/HIT
= Laparoscopic peg transfer: 3 h 3 min
= Robotic-assisted suturing: 3 h 26 min
= LAP mentor: 3 h 27 min
Deal et al,*® 2016 19 h 10 d 12.6 N/A
Kowaleswski et al,*® 2016 | 48 h 10d 5 0.67/task
Powers et al,** 2016 11 h 33 min 13d 27 N/A
Ghani et al,*® 2016 » GEARS: 21 h 15d -+ GEARS: 17.1 N/A
= RACE: 38 h = RACE: 9.5

Abbreviations: HIT, human intelligence task; N/A, not applicable; GEARS, Global Evaluative Assessment of Robotic Skills; RACE, Robotic Anastomosis and

Competency Evaluation.

differed by at least 5 points; experts considered 3 of 4
of these subjects average or beginner level. These
findings suggest that crowdsourcing may be more
accurate when applied in more skilled or advanced
level surgeons. However, definitive conclusions are
precluded by the small number of studies within the
literature. Further work examining the effect of the
task performer’s skill level on crowd and expert
evaluations is warranted.

It is notable that the lowest performance score
correlation was reported for a laparoscopic fulgura-
tion task performed by medical students (Cronbach’s
alpha = 0.32).*” In that case, crowd scores were
compared with an automatically generated ranking
score based on kinematic metrics, such as tool path
length, applied instrument forces, instrument colli-
sions, and task time, rather than the global “eyes-on”
assessment that might be provided by experts. In
addition to the inexperience of the medical students,
the difference in outcome metrics may partially
explain the low correlation seen in that study.*’
When expert and crowd assessments for laparoscopic
simulation tasks have been compared with other
automated metrics for time, tool path length, jerk
cost, speed, economy of motion, and errors, there was
a consistent, but generally weaker, correlation to
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crowd scores than expert scores.’® It may be that
crowds evaluate technical skill via an overall gestalt
assessment of performance rather than consideration
in aggregate of the multiple, specific technical aspects
inherent in the nuanced approach of experts. The
determinants of discrepancies between crowd and
expert evaluations are an area for further investiga-
tion.

Some of the disagreement between crowd and
expert evaluations may be explained by the wide
range in interrater agreement among experts, which
was particularly poor in the 2 studies assessing live
surgical video.*>*¢ Although all studies assumed
expert surgeons provided a standard ground truth
for comparison—that is, a set of parameters based on
real-world observation against which all other metrics
were evaluated—experts themselves may disagree on
objective ratings of the same performance. Such
discrepancies are compounded by the small sample
sizes in experts’ ratings reported in the literature,
ranging from 2 to 9 experts per video, reducing the
validity of an average expert-rated score. In contrast,
the same videos were evaluated by at least 30
nonexperts, with the exception of 1 study where
crowdworker numbers were not reported.?” Although
there did not appear to be any consistent correlations
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between number of expert raters and interrater
agreement among studies in this review, the number
of overall studies was too small to draw any
meaningful conclusions regarding such trends. The
relative paucity of expert feedback in the studies in
this review may reflect the nature of current feedback
to trainees; future studies should assess the effect of
greater parity in numbers between experts and
crowdworkers to more accurately establish a ground
truth for comparison.

Perioperative feedback from “master surgeons”
tends to be formative, driven largely by attention to
principles of deliberate practice, vertical transfer, and
careful deconstruction of complex tasks for trainees;
throughout an operative case, such feedback regard-
ing resident progress is “direct and ongoing.”*® One
of the main limitations of crowdsourced assessment
scores is that they are largely summative rather than
formative. Few studies solicited critiques or descrip-
tive feedback from crowds. However, when pooled
comments were obtained and examined, crowds and
experts were found to discuss similar themes regard-
ing efficiency, tissue handling, depth perception, and
bimanual dexterity with a high level of congruence.>®
In providing specific comments for individual com-
ponents of a complex task, crowds might serve a
similar function as experts in providing more forma-
tive feedback to help trainees master the individual
steps of a more complex procedure. Future research
should focus on the nature and role of crowd
comments in helping trainees progress their technical
skills.

There are several limitations to this review. We
searched primarily on the PubMed database and
excluded non-English language articles. This may
have resulted in exclusion of some relevant studies.
Review and analysis of articles were performed
primarily by a single reviewer, creating an additional
source of potential bias.

Given the relatively novel use of crowdsourcing for
surgical skills evaluation, the few published studies
identified with multiple queries, and the lack of
additional unique studies identified through discus-
sion with subject matter experts, we think this is the
most comprehensive review of the literature on the
subject to date.

Several areas of future research emerged. Future
studies should include greater numbers of expert
reviewers to minimize interrater variability, and
efforts should be made to better define the efficacy
of this technology across the range of technical
abilities. Specific work should also further identify
and investigate drivers of discrepant performance
scores assigned by crowds and experts. Automated
metrics may serve as a helpful benchmark in this

REVIEWS

process. The quality and nature of crowdsourced
comments remains to be explored, and the role of
potentially formative verbal feedback in technical
skills development is unknown. New applications of
crowdsourced feedback remain to be defined, includ-
ing areas with early use to date, such as early
identification of surgically precocious trainees, selec-
tion of future residents, and peer coaching,*®*” as
well as the assessment of nontechnical skills, such as
professionalism and communication. Crowdsourcing
could also become an integral part of continuing
medical education and skills development for sur-
geons in practice. With the adoption of milestone-
based competencies for surgical training, such work
will become particularly germane in the realm of
surgical education.

Conclusion

Crowdsourcing in surgical education is a relatively
novel phenomenon that may help address challenges in
providing feedback in the current paradigm of surgical
skills acquisition. The consistency, economics, and
rapidity of crowd-based feedback make it readily
scalable to large cohorts of trainees and surgeons.
The validity of this technology across a wide breadth
of procedural tasks and training levels makes it an
appealing adjunct to the existing mechanisms of
surgical skills feedback. Further work to better define
an optimal population of trainees, elucidate limitations
of crowdsourcing, and assess its use in the development
of surgical skills over time are needed before crowd-
sourcing becomes effectively integrated within current
surgical education paradigms.
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