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ABSTRACT

Background Although there is some consensus about the competencies needed to enter residency, the actual skills of

graduating medical students may not meet expectations. In addition, little is known about the association between

undergraduate medical education and clinical performance at entry into and during residency.

Objective We explored the association between medical school of origin and clinical performance using a multi-station objective

structured clinical examination for incoming residents at the University of Michigan Health System.

Methods Prior to assuming clinical duties, all first-year residents at the University of Michigan Health System participate in the

Postgraduate Orientation Assessment (POA). This assesses competencies needed during the first months of residency.

Performance data for 1795 residents were collected between 2002 and 2012. We estimated POA variance by medical school using

linear mixed models.

Results Medical school predicted the following amounts of variance in performance—data gathering scores: 1.67% (95%

confidence interval [CI] 0.36–2.93); assessment scores: 4.93% (95% CI 1.84–6.00); teamwork scores: 0.80% (95% CI 0.00–1.82);

communication scores: 2.37% (95% CI 0.66–3.83); and overall POA scores: 4.19% (95% CI 1.59–5.35).

Conclusions The results show that residents’ medical school of origin is weakly associated with clinical competency, highlighting a

potential source of variability in undergraduate medical education. The practical significance of these findings needs further evaluation.

Introduction

The medical education community and accreditors

have recognized that outcome- and competency-based

assessment methods are important to ensuring physi-

cians entering practice are prepared for the tasks they

face.1–4 Despite this, there are no common mandated

practices to ensure these professional competencies

are achieved. Historically, there has been little

agreement about essential skills and knowledge at

the educational handoff between medical school and

residency.5–7 More recently, concerns have been

expressed that many graduating medical students fail

to meet expectations.8

Prior studies suggested that variation in undergrad-

uate medical education affects subsequent clinical

competency and future practice.9–14 While a few

studies have assessed residents’ competence at base-

line, to our knowledge, there are no publications

quantifying the correlation of medical school of origin

and matriculating residents’ clinical competency.15–17

Medical schools are challenged to determine

individual learner competency prior to graduation,

and residency programs are responsible for quickly

identifying residents’ deficits in order to plan for

remediation and supervision.18 A baseline assessment

of resident competency is a useful tool for identifying

gaps in knowledge and skills,19 and can provide a

starting point for a resident’s journey toward overall

competence.2

In 2002 the University of Michigan Health System

(UMHS) mandated that all incoming residents par-

ticipate in a Postgraduate Orientation Assessment

(POA). This objective structured clinical examination

(OSCE) assesses baseline competency across all

specialty programs that accept first-year trainees. In

the current study, we analyzed data on core skills and

preparedness for residency from more than a decade,

and evaluated performance differences by medical

school of graduation. We hypothesize that the

medical school where an incoming resident has

trained correlates with clinical skills in a measurable

way as quantified by our OSCE.

Methods

The POA is a 10-station OSCE administered during

resident orientation.19,20 The OSCE format allows

assessment of core skills other testing modalities are

not able to capture, including teamwork, learning

strategies, time management, clinical reasoning, and
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judgment.21 The POA was designed with the guiding

principle that testing drives learning and skills

acquisition. It focuses on competencies needed during

the first months of residency. It is administered at

UMHS, a large academic hospital system that accepts

approximately 180 residents annually.

Residents were assessed in 4 groupings of core skills

based on Wagner and Lypson’s categorization: (1)

data gathering; (2) clinical assessment; (3) team skills

and procedural competence; and (4) communica-

tion.19

The project was granted educational exemption

status by the UMHS Institutional Review Board.

Direct comparison of POA scores across years was

impractical because several POA stations were revised

or eliminated over the years. We eliminated differ-

ences in station difficulty by Z-normalizing scores

within each year, so means were zero and standard

deviations were 1 for each station for each year. This

transformation preserves information about resident

skills relative to others in the same cohort, but does

not allow for direct comparisons of relative skills level

between years.

Each station measured 1 or more core skills. Core

skills scores were computed as the average of all

relevant station scores (TABLE 1), and each station

was given equal weight. The overall POA scores

were computed as the unweighted average of all

stations, and were used as a measure of overall

clinical skills.

For each core skills score, we conducted a mixed

model univariate analysis (ie, hierarchical linear

model) with a random intercept that varied across

medical schools using restricted maximum likeli-

hood (REML) estimation. This model estimated the

percentage of resident core skills variance attribut-

able to the residents’ medical school using a post hoc

Markov Chain Monte Carlo model, and generated

estimates (with 95% confidence intervals) of the

direction and magnitude of schools’ impact on

residents’ scores.22 Schools where residents consis-

tently outperform others in their cohort receive a

higher estimate. These estimates are shrunk toward

zero for schools with fewer students, resulting in

conservative estimates. Schools were then ranked

according to their performance relative to the overall

mean.

We investigated the validity of normalized scores by

examining the correlation pattern of core skills scores

with residents’ United States Medical Licensing

Examination (USMLE) scores and specialty board

examination scores. Correlations with USMLE scores

were tested using Pearson’s r. Specialty board scores

were available for a subset of residents. These scores

were Z-normalized within year due to a change in the

scoring scale in 2013. Additional details about

background validity evidence for the POA, including

Cronbach’s alpha of core skills scores, are included as

online supplemental material. All analyses were

performed using R version 2.11.1 (The R Foundation,

Vienna, Austria).

Results

Baseline characteristics of participants were collected,

including sex, race, medical degree, specialty, and

USMLE Step 1 and 2 Clinical Knowledge (CK) scores

(TABLE 2). During the study period 1795 residents

from 139 US and 33 international medical schools

participated in the POA, and results for all test takers

were included in our analysis.

Medical school predicted the following amounts of

variance in performance—data gathering scores:

1.67% (95% confidence interval [CI] 0.36–2.93);

assessment scores: 4.93% (95% CI 1.84–6.00);

teamwork scores: 0.80% (95% CI 0.00–1.82);

communication scores: 2.37% (95% CI 0.66–3.83);

and overall POA scores: 4.19% (95% CI 1.59–5.35;

TABLE 3). All reported results were statistically

significant at the P , .05 level.

The correlation between POA core skills and

overall scores versus USMLE Step 1 and 2 scores is

shown in TABLE 4. All core skills scores as well as

overall scores positively correlated with Step 1 and

Step 2 CK scores, with the only exception being

communication scores and Step 1 scores. Core skills

and overall scores tended to be more strongly

correlated with Step 2 CK than Step 1.

Specialty board scores were available for 210

residents who participated in the POA. For this

subset of residents, overall POA scores were signifi-

cantly related to board scores (P¼ .028).

Estimates of individual school effect on the mean

overall POA scores for each school were calculated

using REML. This estimate reflects how much better

What was known and gap
There is concern that the skills of graduating medical
students may not meet expectations at entry into residency.

What is new
A multi-year institutional study assessed the association
between undergraduate medical education and clinical
performance at entry into residency.

Limitations
Single institution study may limit generalizability; potential
for selection bias from multiple sources.

Bottom line
Residents’ medical school of origin is weakly correlated with
clinical competency as measured by a standardized objective
structured clinical examination.
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or worse a resident from a particular school is likely

to perform relative to the overall mean. Variance

from the mean, which was based on medical school,

ranged from 0.46 to 0.26, suggesting a modest

relationship with student performance. The relative

performance of the medical schools is illustrated in

the FIGURE.

Discussion

We found statistically significant variance in perfor-

mance attributable to medical school for the overall

POA scores as well as all core skills scores except

teamwork. The effect sizes were small, based on

accepted interpretations of effect sizes (ie, 1% is

small, 9% is medium, and 25% is large).23 Interest-

ingly, the magnitude of performance variance in this

study was similar to prior studies of interschool

variability on USMLE Step 2 CK performance.24,25

The results suggest that medical school of origin does

correlate with clinical performance and competency,

and this correlation differs depending on the core

skills assessed.

The overall POA scores can be interpreted as a

measure of general resident skills, weighted toward

clinically based skills. With each station score

normalized within year to account for possible

differences in station difficulty between years, and

to equate measurement variance between stations, the

mean of these normalized scores is an estimate of

student ability across stations regardless of testing

year.

Core skills scores, although unbiased, are noisy

estimates of resident skills based on means of weakly

correlated station scores with low Cronbach’s alpha.

It is noteworthy that school effects were still

apparent, despite our conservative analysis using

REML, and it is likely that more precise measures

of clinical skills would find larger effects.

USMLE Step 1 is a direct test of medical

knowledge, while Step 2 CK assesses students’ ability

to evaluate patients and apply more complex medical

TABLE 1
Postgraduate Orientation Assessment Blueprint: Core Skills Mapped to Station and Accreditation Council for Graduate
Medical Education (ACGME) Competencya

Core Skill Station ACGME Competency

Data gathering
& History taking
& Physical examination skills
& Communication skills

Obtaining informed consent Patient care
& Interpersonal and

communication skills
& Professionalism

Cross-cultural communications

Pediatric history: obtaining a history from a

proxy

Assessing geriatric functional status,

examination techniques/history

Assessing patient pain

Assessment
& Note writing
& Order writing
& Critical values and imaging
& Evidence-based medicine

Order writing: emergency room orders Patient care
& Medical knowledge
& Systems-based practice
& Practice-based learning and

improvement

Evaluating critical laboratory values

Reading and evaluating images and radiation

safety

Evidence-based medicine: formulating a clinical

question, choosing the best evidence, and

interpretation of the data

Team skills/procedure competencies
& Hand hygiene
& Aseptic technique
& Handoffs
& Crisis management

Handwashing basics: knowledge and skills Systems-based practice
& Interpersonal and

communication skills
& Professionalism
& Patient care

Aseptic technique (mock incision and drainage)

Fire safety knowledge (including surgical fire

and hazard management)

Sign-out skills: patient handoff (written and

verbal)

Communication
& Communication skills
& History taking

Cross-cultural communications Interpersonal and communication

skills
& Patient care

Obtaining informed consent

Assessing geriatric functional status,

examination techniques/history

Verbal patient handoff

Overall communication (cross station

assessment of communication skills)
a Adapted with permission from Wagner D, Lypson ML. Centralized assessment in graduate medical education: cents and sensibilities. J Grad Med Educ.

2009;1(1):21–27.
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concepts. USMLE Step 2 CK correlated most strongly

with the assessment core skills scores, which was

expected given the competencies assessed. The ob-

served intercorrelation pattern of POA core skills

scores and USMLE scores provides validity evidence

for using both of these core skills scores as estimates

of residents’ application of medical knowledge and

clinical skills. Correlations of communication, data

gathering, and teamwork core skills scores with

USMLE scores were low (r between 0.05 and 0.08),

consistent with the findings of prior studies.26,27 The

positive correlation between overall POA scores and

specialty board scores provides additional validity

evidence for the POA as a measure of clinical

knowledge and understanding.

As predicted, all correlations were positive, and the

strongest correlations were between assessment core

skills scores and residents’ USMLE Step 2 CK scores;

Step 1 scores were the next strongest. Correlation

patterns were appropriate for the other core skills

scores: communication core skills scores correlated

best with Step 2 CK scores and data gathering

correlated best with Step 1 scores. While communi-

cation and data gathering core skills scores strongly

correlated with each other, their distinct patterns of

correlation with USMLE scores indicate that they

serve as estimates of 2 correlated but dissociable

skills. Teamwork core skills scores correlated most

TABLE 2
Characteristics of University of Michigan First-Year
Residents Who Participated in Postgraduate Orientation
Assessment

Characteristic n (%)

Sex

Male 995 (55)

Female 800 (45)

Race

Asian/Pacific Islander 385 (21)

African American 65 (4)

Hispanic 37 (2)

White 1230 (69)

Multiple/question not answered 80 (4)

Degreea

MD 1332 (97)

DO 10 (, 1)

Other (DDS) or not recorded 30 (2)

Specialty

Primary careb 838 (47)

Non–primary care 959 (53)

USMLE score, mean (SD)

Step 1 231.3 (18.4)

Step 2 CK 237.2 (19.9)

Abbreviations: MD, doctor of medicine; DO, doctor of osteopathic

medicine; DDS, doctor of dental surgery; USMLE, United States Medical

Licensing Examination; CK, Clinical Knowledge.
a Degree was not recorded from 2002–2004. These results represent only

data from 2005–2012.
b Primary care defined as family medicine, internal medicine, pediatrics,

and combined internal medicine–pediatrics.

TABLE 3
Percentage of Variance in Performance by Core Skill and
Overall Score Attributable to Medical School of Training

Core Skill Variance, % 95% CI

Data gathering 1.67 0.36–2.93

Assessment 4.93 1.84–6.00

Teamwork 0.80 0.00–1.82

Communication 2.37 0.66–3.83

Overall score 4.19 1.59–5.35

Abbreviation: CI, confidence interval.

TABLE 4
Results of Statistical Correlation Analysis Comparing
USMLE Step 1 and Step 2 CK Scores Versus Core Skill and
Overall Score

Test Core Skill r P

Step 1 Data gathering 0.07 , .010

Assessment 0.24 , .0001

Teamwork 0.05 , .05

Communication 0.04 NS

Overall score 0.19 , .0001

Step 2 CK Data gathering 0.10 , .0001

Assessment 0.28 , .0001

Teamwork 0.08 , .005

Communication 0.07 , .010

Overall score 0.24 , .0001

Abbreviations: USMLE, United States Medical Licensing Examination; CK,

Clinical Knowledge; NS, not significant.

FIGURE

Individual School Performance
Abbreviations: UMHS, University of Michigan Health System; POA,

Postgraduate Orientation Assessment.

Note: Estimated variance in performance for individual medical schools.

The median estimate of school effect is indicated by a dark dot, with 95%

confidence intervals indicated by the gray error bars. Zero on the y-axis

represents mean performance for all schools.
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strongly with USMLE Step 2 CK scores and least

strongly with Step 1 scores.

The overall scores demonstrated validity evidence

by correlating most strongly with USMLE Step 2 CK

scores, yet also with USMLE Step 1 scores. Taken

together, residents’ overall POA scores appear to be

useful measures of resident clinical skills.

Our data underestimated school effects because our

analysis and variance estimates are inherently conser-

vative given the use of REML. The intrayear normal-

ization of scores eliminates all variance due to yearly

differences in cohort skills.

There is some measurement error in our data, as

each year has a somewhat different set of stations.

Nonetheless, measured constructs are the same from

year to year, and stations were changed with the goal

of improving the measurement of core skills. The

commonalities between years will likely overshadow

the differences.

This study has several limitations. It was conduct-

ed at a single institution with generally stringent

selection criteria, reducing the ability to generalize to

other sites. It is likely that there were regional

effects. While incoming residents came from a

geographically diverse set of medical schools, pro-

portionally more came from nearby schools. There

was also likely selection bias at several levels. Each

program selected residents based on its own set of

criteria, and letters of recommendation and medical

school grades likely affected who was offered an

interview and ultimately entered the programs.

Program directors also may have considered the

prestige of the medical school of origin when ranking

candidates’ applications.28 Finally, prospective resi-

dents’ perceptions of programs at the University of

Michigan likely played a role in their decision-

making. Graduates of the University of Michigan

Medical School performed substantially better on

the POA than their peers. Assessment of these

students is almost certainly skewed by familiarity

with the assessment, as several POA stations are used

in a fourth-year medical student OSCE. We did not

collect data on the curricula used at individual

schools, so a direct analysis of the effect of specific

curricula was not possible. While USMLE Clinical

Skills data exist and could provide additional

validity for our results, these results are not currently

available for analysis.

Further studies should focus on greater clarification

of institutional and curricular characteristics that may

contribute to variability. Additional work is also

needed on approaches to use identified performance

differences to guide subsequent educational interven-

tions during residency.

Conclusion

Our results suggest that residents’ medical school of

origin is weakly correlated with clinical competency

as measured by a standardized OSCE.
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