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Abstract

Objectives To develop and validate a rubric assessment
instrument for use by pediatric emergency medicine
(PEM) faculty to evaluate PEM fellows and for fellows to
use to self-assess.

Methods This is a prospective study at a PEM fellowship
program. The assessment instrument was developed
through a multistep process: (1) development of rubric
format items, scaled on the modified Dreyfus model
proficiency levels, corresponding to the 6 Accreditation
Council for Graduate Medical Education core competencies;
(2) determination of content and construct validity of the
items through structured input and item refinement by
subject matter experts and focus group review; (3) collection
of data using a 61-item form; (4) evaluation of psychometrics;
(5) selection of items for use in the final instrument.

Results A total of 261 evaluations were collected
from 2006 to 2007; exploratory factor analysis
yielded 5 factors with Eigenvalues >1.0; each
contained =4 items, with factor loadings >o0.4
corresponding with the following competencies: (1)
medical knowledge and practice-based learning and
improvement, (2) patient care and systems-based
practice, (3) interpersonal skills, (4) communication
skills, and (5) professionalism. Cronbach o for the
final 53-item instrument was 0.989. There was also
significant responsiveness of the tool to the year of
training.

Conclusion A substantively and statistically validated
rubric evaluation of PEM fellows is a reliable tool for
formative and summative evaluation.

Editor’s Note: The online version of this article contains the
rubric-based assessment instrument used in this study and
tables of mean faculty scores and self-evaluations scores.

Background

Educational assessment serves 2 purposes: (1) providing
support for student learning processes (formative
assessment), and (2) determining the status of learning and
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performance (summative assessment).! In addition, an
educational assessment should be fair, be based on learner
ability, ensure all learners receive “the same or equal
opportunity to perform.”>P? In graduate medical
education, global ratings of resident physicians by faculty
are the most widely used method of assessment, and often
use Likert-type rating scales to measure competence,'? yet
research regarding such rating forms show wide variability
in validity and reliability.>*'° Likert-type rating-scale
assessments that consist of numeric ratings, even when
accompanied by qualitative labels, such as competent or not
competent, often yield scores that are subjectively derived
with limited value in formative evaluation' because they
lack detailed requirements of performance expectations and
behavioral descriptions for each domain."!

The Accreditation Council for Graduate Medical
Education (ACGME) requires that training programs
evaluate trainee acquisition of the core competencies using
dependable measures; therefore, evaluation processes must
be qualitatively and quantitatively validated.'* Criteria for
developing evaluation items include (1) consensus among
evaluators that the items reflect the intent or definition of
the given competency; (2) frequent occurrence of items or
actions; and (3) transparency of items or actions.'?
Additionally, the application of principles of psychometric
theory may provide quantitative evidence of validity and
reliability. Well-defined scoring/rating criteria and training
of observers and raters have been associated with higher
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reliability of such tools.! Scales incorporating distinct
behavioral descriptions that provide specific information
may contribute to the learning process.

The scoring rubric is a method of assessment that has
been extensively studied and is gaining recognition in
professional education.'®'*2?’ It uses specified evaluation
criteria and proficiency levels to gauge student achievement;
each point on a fixed scale is described by a list of
performance characteristics.'*?*® Rubrics can aid teachers
in the measurement of “products, progress, and the process
of learning,”?*®? as well as provide clear performance
targets.””*® Advantages associated with well-written rubrics
include their relative ease of use by instructors and learners,
their ability to provide informative feedback to students,
their consistency in scoring, their ability to facilitate
communication between evaluators and learners, their
support for learner self-assessment and skill development,
and their familiarity to physician evaluators (Apgar Score
and the Glasgow Coma Scale).'®'>'¢ The challenges with
rubrics are related to the development process in which
criteria for evaluation are identified, levels of performance
are described, and definitive examples of performance at
various levels are written in measurable terms.?”

Appropriately designed scoring rubrics with objective
criteria and strong psychometric properties have benefits as
an assessment method for evaluating resident physicians’
acquisition of competencies and providing them with both
formative and summative evaluations. We sought to
construct and validate a rubric assessment instrument for
use by pediatric emergency medicine (PEM) faculty to
evaluate the competence of PEM fellows and to allow
fellows to self-assess.

Methods

Study Design, Setting, and Population

This study was conducted prospectively at a PEM
fellowship program, which enrolls 15 full-time fellows
annually and is staffed by 23 faculty members certified in
the subspecialty of PEM. This study received an exemption
from our Institutional Review Board. The practice setting is
an urban, freestanding, children’s hospital emergency
department with an annual census of >85 000 patients.
Quarterly global evaluations of fellows by faculty comprise
1 part of a multimethod and multievaluator assessment
system used by the program.

Study Protocol

Instrument Development—Item Writing and Refinement
A pool of items for the study instrument was initially
developed and written in rubric form by D.C.H., our study’s
principal investigator, who used and modified items from
unpublished evaluation forms in use at institutions willing
to share their forms with D.C.H. and from previously
published resident-physician evaluation forms obtained in a
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review of the literature (C. Hallstrom, MD, written
communication).”*=*! Behaviorally focused items, rated on a
5-point scale, were written in rubric format using modified
Dreyfus-model levels of proficiency as headers (1, Novice;
2, Intermediate; 3, Competent; 4, Proficient; 5, Expert; 0,
Cannot Assess) and were designed to demonstrate fellow
attainment of the ACGME 6 general competencies.?

(See supplemental appENDIX 1 for the assessment instrument).
The draft instrument was sent to local

subject-matter experts in graduate medical education and
PEM for review and revision; further review was conducted
through a focus group of 12 key stakeholders in the
fellowship program’s assessment process, including current
PEM fellows, junior faculty who were recent graduates of
the fellowship program, and senior faculty with significant
experience in education and clinical practice. All group
members were given a description of ACGME core
competencies and a global description of fellow competency
levels. The goals of the reviews were to (1) determine which
items to retain in the instrument or to delete secondary to
inadequate data for providing meaningful evaluation; (2)
provide clarification of the intended meaning of each item
with appropriate wording; (3) add specific behaviorally
focused evaluation criteria; and (4) classify items into
appropriate competencies.'?

Data Collection Faculty and fellows were trained to use the
rubric evaluation form via group and individual instruction.
Training sessions entailed a division-specific faculty-
development workshop on feedback and evaluation,
division staff meetings, a meeting of the fellowship
program’s faculty mentors, a meeting between the
fellowship program directors and fellows, and, on an
individual basis, to fellows and faculty who missed the
group training sessions. In forum, we discussed the
philosophic underpinnings of rubric evaluations, introduced
segments of the tool, and provided examples of the domains
covered by the evaluation. Ten to 15 minutes in each session
were sufficient to discuss how the evaluation form was to be
used by faculty and fellow evaluators. Different forums
were used to ensure education of all faculty and fellows on
the use of this new form. We believe this process helped (1)
to ensure that faculty evaluated fellows based on the
behavioral descriptions provided on the instrument, and (2)
to make fellows aware of behaviors associated with the
various competency levels for which they were providing
self-assessments and being evaluated by faculty. After
training, fellows provided self-evaluations and PEM faculty
evaluated the fellows quarterly for 4 consecutive academic
quarters using the instrument. Each faculty member was
randomly assigned 4 fellows to evaluate each quarter. Each
evaluation cycle was open for 3 weeks to ensure adequate
time for completion and submission of evaluations.
Evaluations were administered electronically via an
institutionally restricted, secure, and confidential website-
based form. After data analysis for each academic quarter,
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TABLE 1
FACTOR ANALYSIS

Item

ITEMS THAT UNDERWENT CHANGES IN ACGME CORE COMPETENCY CLASSIFICATION AFTER EXPLORATORY

Initial Competency: Competency Item
Placed Into During Review by SMEs and
Focus Group (EFA Factor Loading of Item
Within This Competency)

Final Competency: Competency Item Placed
Into by Exploratory Factor Analysis (EFA
Factor Loading of Item Within This
Competency)

Sensitivity to others

Professionalism (.351)

Interpersonal skills (.696)

Compassion; ability to provide support

Professionalism (.301)

Interpersonal skills (.743)

Personal appearance

Professionalism (.078)

Interpersonal skills (.490)

Ability to apply knowledge of testing
modalities in patient management plans

Medical knowledge (.510)

Patient care (.587)

Ability to interpret diagnostic tests

Medical knowledge (.306)

Patient care (.682)

Ability to recognize personal limitations

Practice based learning and improvement (.421)

Professionalism (.542)

Acceptance of feedback

Practice based learning and improvement (.452)

Professionalism (.667)

General efforts to improve self

Practice based learning and improvement (.437)

Professionalism (.621)

Abbreviations: EFA, exploratory factor analysis; SME, subject matter expert.

fellows met individually with their faculty mentors to
discuss their evaluations with a template of the evaluation
form on hand.

Data Analysis Data were coded, entered into a data file,
and analyzed using SPSS for Windows software, Release
15.0 (SPSS Inc, Chicago, IL). Factor analysis is a commonly
used measure of construct validity.>* Exploratory factor
analysis was conducted on data from faculty evaluations of
fellows, using principal-components extraction and
Varimax rotation. Any factor with an Eigenvalue of >1.0
was defined as a category measurable by the instrument.?*-%
Based on the factor analysis and other substantive criteria,
items were recategorized and included in the final
instrument.

Internal consistency of the entire instrument, each
factor, and each ACGME core competency was measured
using Cronbach o coefficient statistic. Mean faculty scores
obtained within individual competencies by fellows at
different years of fellowship training were compared using
Kruskal-Wallis 1-way analysis of variance followed by a
Mann-Whitney U test if results were statistically significant.
Mean faculty scores and fellow self-assessment scores
obtained within each competency by fellows at different
years of training were compared using independent-sample ¢
test.

Results

A total of 261 faculty evaluations and 51 self-evaluations
for 18 fellows were collected during the study period
between October 2006 and October 2007. Exploratory
factor analysis of faculty evaluation data yielded 5 factors
with Eigenvalues =1.0, with each factor containing at least

4 items with factor loadings greater than 0.4. Kaiser-Meyer-
Olkin measure of sampling adequacy was .965 and Bartlett
Test of Sphericity was significant with P < .001; these
analyses demonstrated that exploratory factor analysis was
appropriate for this data.’* With factor analysis, some items
initially classified under certain core competencies by
subject-matter expert and focus group review changed
classifications (TABLE 1). The 5 identified factors
corresponded with the following competencies and together
accounted for 71% of the total variance: (1) medical
knowledge and practice-based learning and improvement,
(2) patient care and systems-based practice, (3)
interpersonal skills, (4) communication skills, and (5)
professionalism. In the final instrument, all items mentioned
in TABLE 1 were reclassified into the indicated core
competencies from the exploratory factor analysis.

Faculty evaluating fellows selected the cannot assess
response 0.4% to 28% of the time. Based on the Reisdorff
criteria,'® items were excluded from the final instrument if
they had a high frequency of cannot assess responses or
were redundant. In the final instrument, 36 items (68 %) had
=4% cannot assess response frequencies, 11 items (21%)
had 6% to 10% cannot assess response frequencies, 4 items
(8%) had 11% to 15% cannot assess response frequencies,
and 2 items (3%) had 20% to 25% cannot assess response
frequencies. Of the 4 items with 11% to 15% cannot assess
response frequencies, 1 pertained to procedural technical
skills, another to fellow assessment of patient discomfort, a
third to chart documentation practices, and the final 1 to
navigation of the health care system. The 2 items with the
20% to 25% rate of cannot assess responses were retained
in the final instrument because they pertained to evaluating
fellows on their abilities to recognize patients requiring
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TABLE 2 RELIABILITIES OF EACH INDIVIDUAL FACTOR AND CORE COMPETENCY CATEGORY
Factors Identified by EFA No. of Items in Factor/Competency Cronbach a
Factor 1: medical knowledge and 6 94
practice-based learning and
improvement
Factor 2: patient care and systems- 21 98
based practice
Factor 3: interpersonal skills " 944
Factor 4: communication skills 4 858
Factor 5: professionalism i 944
ACGME core competency
Medical knowledge 3 876
Practice-based learning and 3 92
improvement
Patient care 16 973
Systems-based practice 5 915
Interpersonal and communication 15 956
skills
Professionalism 7 944

Abbreviations: ACGME, Accreditation Council for Graduate Medical Education; EFA, exploratory factor analysis.

resuscitations and to direct patient resuscitations, infrequent
but important events. These items were retained in our final
instrument because they pertained to opportunity-
dependent processes fellows are unlikely to encounter every
day.

The final instrument contains 53 items: 3 in medical
knowledge (6%), 3 in practice-based learning and
improvement (6%), 16 in patient care (30%), 5 in systems-
based practice (9%), 15 in interpersonal and
communication skills (28%), and 11 in professionalism
(21%) (see online supplemental APPENDIX 1). Because this
instrument was developed to measure the competency levels
of PEM fellows within the ACGME core competencies, the
reliability analyses in TABLE 2 include items contained
within categories specified by the ACGME core
competencies, as well as within the factors identified by
exploratory factor analysis. Mean score comparisons were
conducted based on the core competency categories.

Cronbach o for the entire final instrument was .989,
indicating a high degree of internal consistency; a high
degree of internal consistency within each category was also
obtained (TABLE 2).

The mean scores within all competencies obtained by
fellows from faculty increased with time spent in the
fellowship; senior-level fellows received higher scores than
junior fellows (online supplemental ApPENDIX 2). The
differences in mean scores obtained by fellows in each year
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of training were statistically significant. Junior fellows were
rated competent to proficient in all core competencies;
senior fellows received ratings more in the proficient to
expert range.

Self-evaluation scores increased with time spent in
fellowship (online supplemental APPENDIX 3); senior fellows
self-assessments were higher than the self-assessments of
junior fellows were. The differences in mean scores between
fellows in different years of fellowship were statistically
significant only in the competencies of practice-based
learning and improvement, patient care, interpersonal and
communication skills, and professionalism. Average scores
self-assessed by fellows were closer to competent for first-
year fellows and closer to proficient for fellows in their final
year.

Independent-sample # tests yielded statistically
significant differences between faculty’s evaluation and
fellow self-evaluations within all competencies for fellows in
their final of year of fellowship, in all competencies, with
the exception of medical knowledge for second year, and in
4 competencies (practice-based learning and improvement,
patient care, interpersonal and communication skills, and
professionalism) for first-year fellows (TABLE 3). Fellows’
self-assessments yielded lower scores than the
corresponding faculty evaluations. Across all years, fellows
were very unlikely to give themselves ratings in the expert
range in any competency. Faculty evaluators were more
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TABLE 3

BY THE FELLOWS VERSUS SCORES GIVEN TO FELLOWS BY FACULTY

MEAN SCORE COMPARISONS: COMPARISONS OF MEAN SCORES WITHIN EACH CORE COMPETENCY SELF-ASSESSED

Mean Core Competency Scores

First-Year Fellow Second-Year Fellow Third-Year Fellow
Core Competency Self Faculty P Value Self Faculty P Value Self Faculty P Value
Medical knowledge 3.40 3.49 680 351 3.86 166 3.82 4.42 .032
Practice-based learning 321 3.60 .001 3.25 378 .002 3.64 4.46 .002
and improvement
Patient care 3.40 3.68 =.001 357 3.95 =.001 3.90 4.44 =.001
Systems-based practice 333 3.53 277 3.49 3.80 .023 3.75 4.32 .005
Interpersonal and 331 3.63 =.001 3.48 374 =.001 377 432 =.001
communication skills
Professionalism 3.47 3.49 =.001 3.68 3.92 027 3.87 4.42 =.001

likely to give the highest-performing fellows expert ratings,
whereas those same fellows rarely rated themselves higher
than proficient on any item in any category.

Discussion

Our study provides evidence supporting the reliability and
validity of a scoring rubric for PEM fellows to use to self-
assess and for PEM faculty to evaluate fellows objectively,
on all 6 ACGME core competencies. We determined
content and construct validity of our instrument through
extensive review by subject-matter experts and focus groups
of key stakeholders, and secondly by exploratory factor
analysis. Exploratory factor analysis yielded 5 factors
corresponding closely to the ACGME core competencies.
Items fitting descriptions for the competencies of medical
knowledge and practice-based learning and improvement
were in 1 factor; this result intuitively makes sense because
resident physicians gain a large portion of knowledge
through the process of learning to practice medicine.
Likewise, items within the competencies of patient care and
systems-based practice probably were included in the same
factor because trainee physicians practice and learn patient
care within a given system. An interesting result of the
exploratory factor analysis was that items for interpersonal
skills and communication skills were in separate factors.
Whereas many relate to others using these skills in
conjunction, not all individuals with good communication
skills have good interpersonal skills, and vice versa. For our
final instrument, we chose to keep all items classified within
the 6 ACGME competencies. However, to improve
instrument flow, we changed the order of how items appear
in the instrument, such that items for practice-based
learning and improvement followed medical knowledge,
and items for systems-based practice followed patient care.

Another interesting finding in our study was the
reclassification of certain items by exploratory factor
analysis. Items in TABLE 1 initially categorized under
professionalism, medical knowledge, and practice-based
learning and improvement resulted in the reclassification of
these items into factors corresponding to other
competencies, demonstrating the overlapping nature of the
ACGME competencies.

As a measure of reliability, our instrument showed a high
degree of internal consistency with Cronbach o for the entire
instrument and for each separate factor at or above the ACGME
recommended 0.85.% Finally, as a measure of construct validity,
our instrument showed ability to discriminate between the
competence levels of fellows in advancing years of training.
Fellows achieved improvements in faculty ratings in all core
competencies as they advanced through their fellowship; this
finding indicates that with the use of our scoring rubric, our
more skilled and experienced fellows obtain higher ratings from
faculty than our less-experienced fellows.

From the standpoint of feasibility, we had 93%
participation from faculty and 94% participation from
fellows in submitting evaluations during the study period.
The only fellows who missed providing self-assessments
during the study period were on vacation or leave of
absence. Our evaluations currently are distributed via a
noninstitution-dependent website-based system, and our
fellows’ completion rate is consistently 100%. Faculty
participation is also slightly improved, although we have yet
to attain 100% participation consistently. There were 61
items in the study instrument; it took our faculty about
20 minutes to complete 1 evaluation. Now that the
instrument has been decreased to 53 items and the format is
familiar to faculty, the average amount of time spent by
faculty to complete 1 evaluation is 10-15 minutes.
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We found that random assignment of fellows for faculty
to evaluate did not consistently result in the collection of
adequate numbers of evaluations for an individual fellow.
Faculty were apt to suspend an evaluation if they were
randomly assigned to evaluate a fellow with whom they had
not worked; faculty suspension of evaluations sometimes
resulted in the collection of only 1 to 2 faculty evaluations
for a fellow in a quarter. We changed our program’s
evaluation assignment process to have each fellow identify
at least 6 faculty members they have worked with in a given
academic quarter; and at least 4 of those faculty members
are randomly selected to provide evaluations.

Before using the study rubric, our previously used, 5-
point, numeric, Likert-type rating scale failed to distinguish
between experienced and less-experienced fellows.
Generally, all fellows received ratings of 4 or 5 across all
items, regardless of level of training, and if they received
scores of 3 or less, fellows were unhappy with their scores;
behavior-specific feedback was also lacking. After we began
using our study rubric, fellows no longer became upset with
3 ratings because behaviors ascribed to 3 ratings were
perceived by fellows as an acceptable level; if they received
scores of =2, fellows had specific behavioral descriptions
available to make self-improvements. One of the unforeseen
benefits of using the rubric instrument in our setting was
that it improved the constructiveness of the comments
faculty provided in the freehand comments section of the
instrument. With the use of our study rubric, faculty began
providing more constructive feedback for our fellows, with
behavior-specific suggestions provided more often than
when using the prior Likert-type rating form.

As TABLE 3 shows, fellows routinely provide self-
assessment ratings that are lower in all competencies when
compared with their faculty ratings. This phenomenon has
been previously described in the literature. “Top performers
have been found to underestimate their percentile rank
relative to the people with whom they compare
themselves... they tend to underestimate how their
performance compares with that of others.”?78)

Our study has several limitations, including testing the
instrument at 1 institution with 1 set of faculty and fellows,
reducing generalizability. The form is also specific to the
evaluation of PEM fellows and may not be valid for use in
evaluating residents and fellows in other specialties.
However, many of the items in our instrument are generic
enough to be used or modified by other programs.

Conclusions

Development of assessment instruments for use in medical
education is a time-consuming process that requires
numerous steps to establish validity and reliability.

We have created a substantively and statistically
validated rubric evaluation of PEM fellows that is a reliable
tool for formative and summative evaluation. Although this
instrument fits under the category of a global rating form.

528 Journal of Graduate Medical Education, December 2010

As defined by the ACGME, we developed it to be used as
just 1 part of a more comprehensive assessment system in
our PEM program that incorporates multiple methods and
evaluators. Use of the rubric assessment increased our
ability to deliver more constant and reliable feedback that
fellows are willing to hear and incorporate into making
constructive changes, and we have observed a decrease in
the number of fellows who are unhappy, dissatisfied, or
disagree with their faculty assessments.
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