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common criticism of the Medical Student

Performance Evaluation (MSPE) is that it

provides insufficient objective data for resi-
dency program directors to use to distinguish appli-
cants."” The Association of American Medical
Colleges (AAMC) has encouraged schools to include
summative assessments into the MSPE for relative
medical student comparisons and to differentiate
levels of performance.®> Groupings and rankings,
however, vary widely across medical schools.* A
minority of schools are reporting a quartile, from
first (top) to fourth quartile.” Some schools provide
ill-defined descriptors to characterize the categories,
and the number of students falling into each category
is unequal.® An example includes categories ranging
from “outstanding, excellent-outstanding, excellent,
very good-excellent, very good, and good.” Addition-
ally, these categories are often disproportionally
applied across classes with little explanation.” Ambig-
uous and potentially misleading categories could trig-
ger issues with the National Resident Matching
Program. If a residency program matches a student
and learns that the MSPE is not “accurate” or incom-
plete (eg, failing to report professionalism probation),
the program may have grounds for a match waiver
and potentially a release from a match commitment.®
The conclusions drawn from these analyses and sup-
ported by the literature are that program directors
find it difficult to compare applicants within and
across medical schools and may therefore minimize
the value of the MSPE.” Medical students, too, have
voiced concerns about distinguishing their applica-
tions, especially when applying to highly competitive
specialties.’® Accordingly, the authors advocate for best
practices to calculate and report a summative assess-
ment into the MSPE. Educators have an obligation to
include accurate and fair data in the MSPE, allowing
program directors to make informed judgements
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concerning residency applications that ultimately have
implications on the competency and quality of our
future physician workforce.

The Value of Reporting Student
Comparisons in the MSPE

Program directors across medical specialties were
surveyed about residents’ performance during the
first postgraduate year.'' One of the survey items
asks: “Reflect on the information provided about
this individual from the medical school including the
MSPE before or during the transition to residency.
Was the information provided useful?” Only 7577
(56%) of the 13530 respondents answered that the
MSPE was helpful; 4938 (36.5%) responded that the
MSPE was “somewhat” helpful and 1015 (7.5%)
responded that the MSPE “was not” helpful. Some
program directors qualified why they felt the MSPE
was not helpful. For example, a program director
commented in our school-specific survey results:

“The MSPE results are generally of no help and
at this point have essentially no discriminatory
value in assessing applicants. Particularly with
schools no longer categorizing students and most
everything is about pass or failing.”

The importance of reporting a summative assess-
ment is punctuated by variability in how schools
determine grades. Future modifications to the AAMC
recommendations for the MSPE should encourage
schools to detail how grades are calculated, allowing
program directors to distinguish the different types of
grading practices and the potential for grade inflation.
Some schools, for example, award a majority of
students the highest clerkship grade. As a result,
distinguishing students’ clinical performance is nearly
impossible.'* Fair and accurate comparisons, such as
a summative quartile ranking of students, help pro-
gram directors compare students within and between
institutions.
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PERSPECTIVES

Box Best Practices for Reporting Accurate and Fair
Student Comparisons in the Medical Student
Performance Evaluation (MSPE)

= Determine a fair and accurate way to calculate a
summative assessment for student comparison.

= Utilize the first attempt only for a course/clerkship/
rotation for the calculation of quartiles.

= Communicate the process for calculating a summative
assessment (eg, group assignment/quartile/quintiles),
in the MSPE, with all stakeholders to enable a fair and
transparent process.

= Avoid sharing specific class “ranks” with students (eg, 30
out of 100), which may invite disputes over “tipping” or
“falling” into a different group or quartile.

= Avoid descriptors that are ambiguous or exaggerate
performance.

= Assign the same number of students in each of the
categories or quartiles.

= Encourage contribution from all phases of the
curriculum to figure into comparisons.

= Ascertain comparisons between cohorts for students
who fall within the same graduating class.

= Report only one final comparison between students in
the MSPE.

Best Practices for Reporting Accurate and
Fair Student Comparisons in the MSPE

There are a number of ways to determine and report
comparisons between students. The authors argue that
strategies should include sharing best practices. See the
BOX for a summary of best practices, which include:

Determine a fair and accurate way to calculate a sum-
mative assessment for student comparison. For exam-
ple, some schools assign “points” to course grades
(eg, fail=0, pass=2, high pass=4, and honors=6).
These points are aggregated, and the number of
points students acquire relative to their peers
are used to ascertain a group assignment. Another
common way to ascertain students’ ranking across
courses is to utilize T-scores, which have a mean of
50 with a standard deviation of 10. The process of
converting students’ final course numerical scores to
T-scores allows for comparisons between students
across diverse courses. Each course or clerkship has
an overall final numerical score between 0 and 100.
The “weight,” or credit hours, of each course and
clerkship is also considered in the calculation. The
calculation to convert a student’s final numerical
score for each course is: T-score=50 + [10 x ((final
numerical score — class mean)/SD)].

An example of how to calculate a student’s overall
T-score and weighting across courses and academic
years is provided in the TABLE.
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TABLE
Example of How to Calculate a Student’s Ranking
Utilizing T-Scores

Course/ T-Score Credit T-Score X

Clerkship Hours Credit Hours
Course A 52 3 156
Course B 61 5 305
Clerkship A 50 8 400
Clerkship B 46 6 276

The total number of credit hours=22 (ie, 3+
5+8+6). The total number of T-scores multiplied
by credit hours is 1137 (ie, 156 4+ 3054400+ 276).
The student in this example earned an overall aver-
age T-score of 51.6 (ie, 1137/22=51.6). In order to
determine the quartile ranges for all students, arrange
all overall average T-scores from least to greatest. The
median (50th percentile) of the overall averages distin-
guishes the class into 2 halves. The median is also
determined for each of the 2 halves to ascertain 25th
and 75th percentiles, which results in 4 quartiles. Each
student’s overall average T-score will fall into 1 of the
4 quartiles, which is designated in the MSPE.

Utilize the first attempt only for a course/clerkship/
rotation for the calculation of quartiles. Students
who remediate and earn a higher score on the second
attempt contribute to an unfair comparison between
students. Students who pass the course on the first
attempt are not given an opportunity to score higher
by repeating the course. The first attempt score for all
students, including students who had an incomplete
grade or take a leave of absence and then return to the
curriculum, are ascertained only when the entire course
is completed in full and final grades are submitted.

Communicate the process for calculating a summative
assessment (eg, group assignment/quartile/quintiles),
in the MSPE, with all stakeholders to enable a fair
and transparent process. Our school, for example,
includes an “MSPE Policy” in both the student and
faculty handbooks, which details how quartiles are
calculated and reported in the MSPE.

Awoid sharing specific class “ranks” with students (eg,
30 out of 100), which may invite disputes over
“tipping” or “falling” into a different group or quartile.
Our school, for example, shares quartile data with stu-
dents at the end of each academic year, allowing students
to monitor their progress throughout the curriculum.

Awoid descriptors that are ambiguous or that exaggerate
performance. The distribution between assessment cat-
egories such as outstanding, exemplar, and stupendous
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are not accurate. Disingenuous attempts to rank stu-
dents into categories with varnished descriptors only
denude the potential of the MSPE to be a valued com-
ponent of the holistic application review process by
program directors. A continuum of quartiles/quintiles is
recommended. Schools are encouraged to explicitly
label the “top” category, such as first (top), second,
third, and fourth quartiles.

Assign the same number of students in each of the
categories or quartiles. Some classes will have an
odd number and some overall average scores will be
identical, making it impossible to have exactly equal
groups. The intention of this practice is that students
should have an approximately equal chance to be
assigned to each category.

Encourage contribution from all phases of the curriculum
to figure into comparisons. Students should strive to
do their best during all phases of the curriculum,
including both pre-clerkship and clerkship courses.

Ascertain comparisons between students who fall
within the same graduating class. For example,
students who take a leave of absence should be
removed from their original cohort until their gradu-
ating class is determined.

Report only one final comparison between students in
the MSPE. The final comparison can include quar-
tiles, evaluation descriptors, and core competency
indicators. A clear and succinct statement can pro-
vide a helpful comparison of applicants. For exam-
ple, the language in the MSPE may include: “The
student is ranked in the first (top) quartile academi-
cally, which is calculated using first attempt in each
course of the first 3 years of the curriculum weighted
by the number of credit hours in each course.”

Medical School Concerns

There may be different reasons why schools are
reluctant to report summative assessments such as
quartiles. Some educators, for example, believe that
medical students are an outstanding group of learn-
ers and that placing them into ranked groups is not
fair.* Educators may also suggest that comparisons
between students may foment competition between
medical students. However, the benefits of reporting
accurate and fair comparisons between students out-
weigh potential costs. Embedding summative assess-
ments into the MSPE addresses program directors’
calls for more transparency in the MSPE, including
summative assessments across medical schools.'® Some
educators argue that summative assessments are prone
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to bias.'* Indeed, schools should examine patterns of
grade distribution across race and other demographics
to investigate potential sources of systematic grading
biases."> Removing objective data from the MSPE,
however, may result in unintended disparities for stu-
dents attending non-marque schools or schools that
have limited research opportunities. Holistic review
does not mean that objective data should be purged.
Rather, data like common quartile rankings comple-
ment other information shared in the MSPE, such as
“noteworthy characteristics.”

Conclusions

Adopting best practices for accurate and fair com-
parisons of students is important for our overall
health care system by meeting our educational obli-
gation to society. These efforts will advance the rep-
utation and value of the MSPE, which will benefit
both educators and students in the residency applica-
tion process.
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