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ABSTRACT

Background Narrative feedback, like verbal feedback, is essential to learning. Regardless of form, all feedback should be of high

quality. This is becoming even more important as programs incorporate narrative feedback into the constellation of evidence used

for summative decision-making. Continuously improving the quality of narrative feedback requires tools for evaluating it, and time

to score. A tool is needed that does not require clinical educator expertise so scoring can be delegated to others.

Objective To develop an evidence-based tool to evaluate the quality of documented feedback that could be reliably used by

clinical educators and non-experts.

Methods Following a literature review to identify elements of high-quality feedback, an expert consensus panel developed the

scoring tool. Messick’s unified concept of construct validity guided the collection of validity evidence throughout development

and piloting (2013–2020).

Results The Evaluation of Feedback Captured Tool (EFeCT) contains 5 categories considered to be essential elements of high-

quality feedback. Preliminary validity evidence supports content, substantive, and consequential validity facets. Generalizability

evidence supports that EFeCT scores assigned to feedback samples show consistent interrater reliability scores between raters

across 5 sessions, regardless of level of medical education or clinical expertise (Session 1: n¼3, ICC¼0.94; Session 2: n¼6, ICC¼0.90;

Session 3: n¼5, ICC¼0.91; Session 4: n¼6, ICC¼0.89; Session 5: n¼6, ICC¼0.92).

Conclusions There is preliminary validity evidence for the EFeCT as a useful tool for scoring the quality of documented feedback

captured on assessment forms. Generalizability evidence indicated comparable EFeCT scores by raters regardless of level of

expertise.

Introduction

Written feedback comments on assessment tools can

inform both learning and assessment. Documentation

of verbal feedback shared with a resident is valuable

for subsequent reflection,1,2 a key component of self-

regulated learning.3 Documented feedback on assess-

ment forms is often part of the constellation of

evidence that is considered by competence committees

or other groups who make high-stakes or summative

progress decisions.4 In order for written feedback to

be meaningful for both learning and decision-making,

it must be of high quality.5 Given the importance of

feedback to learning and assessment, training pro-

grams strive to engage in continuous quality improve-

ment (CQI) with teachers to improve the feedback

captured on assessment forms.

While some tools have been published to evaluate

the quality of documented feedback, their practical

value to training programs for CQI can be improved.

For example, the Completed Clinical Evaluation

Report Rating (CCERR) is intended as a tool for

evaluating the quality of end-of-rotation high-stakes

assessments.6 The CCERR serves well for its intended

purpose but is cumbersome to use for assessments

that include brief captures of formative feedback.

Two recently published tools, the Quality of Assess-

ment of Learning (QuAL) score7 and the Quality

Improvement Instrument (QII),8 also have value, but

include assumptions about how feedback will be

structured, which limits their generalizability. The

QuAL score emphasizes the description of the

resident performance and requires that feedback

include a suggestion for improvement. In the case of

the QII, there is an expectation that feedback will

include at least one strength and at least one

weakness.

These tools all share 2 common elements that may

affect how they are used for CQI directed at

improving the content of documented feedback. First,

all 3 tools incorporate specific assumptions of the
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structure of feedback, limiting their use to narratives

that adhere to the assumed format. More significantly,

while all 3 tools are well-suited for use by clinical

educators, they may not lend themselves well for use

by non-clinicians. This limits the value of these tools

for CQI, as the task cannot be delegated to

administrative or support staff.

The purpose of this project was to address the need

for an evidence-based tool that can be used accurately

by either clinical educators or support staff to

evaluate the quality of feedback captured on any

type of assessment form, regardless of structure. We

describe the development of the Evaluation of

Feedback Captured Tool (EFeCT) and present pre-

liminary validity evidence.

Methods
Setting and Participants

Development of the EFeCT took place in a Canadian

family medicine residency program and was complet-

ed in 2 iterative phases between 2013 and 2020.

Participant details are included in the following phase

descriptions. Validity evidence was collected and

examined concurrently with both phases using the

elements of Messick’s unified concept of validity as a

guide.9,10

Phase 1 used a narrative review methodology11 with

the identified purpose of mapping out common

features of quality feedback as reported in original

research. The findings from this literature review

provided the foundation for our feedback quality

evaluation tool. A literature search was carried out

by a librarian using PubMed, MEDLINE, ERIC,

CINAHL, Embase, Scopus, Web of Science, and

PsycInfo databases from 1900 through 2013. Two

members of the research team (S.S., S.R.) conducted

primary screening of titles and abstracts. Inclusion

criteria were descriptions of characteristics of good

feedback and/or descriptions of best practices in

sharing formative feedback as determined by the

authors of the study. Exclusion criteria included the

following: lack of descriptions outlined in inclusion

criteria or referring to other studies for those descrip-

tions rather than the study authors themselves stating

their own descriptions; studies that focused on

interpersonal aspects of the feedback relationship;

and all studies where feedback was not the primary

topic of the study.

In Phase 2, three members of the research team

(S.S., S.R., S.A.S.) reviewed the full-text articles

identified in Phase 1 and extracted a list of the

characteristics of good formative feedback identified

by the authors of the article. Two members of the

research team (S.R., M.D.) discussed the lists to

develop agreement about the essential elements of

good formative feedback. This list was reduced using

a consensus development panel methodology.12,13

The panel included 2 master teachers14 (M.D.,

D.N.) who engage in continuous self-improvement,

empower students to be independent learners, and

have a mindset of personal accountability as profes-

sional educators15; a medical student (S.S.); one

current (S.A.S.) and one former (P.H.) residency

program director; and a researcher with extensive

graduate training and experience in education and

assessment (S.R.). The panelists independently re-

viewed the list of characteristics of good feedback

from Phase 1, and then met in person to discuss their

individual perspectives about which elements from

the list were essential for the evaluation of document-

ed feedback. This resulted in a final consensus list of

key characteristics of good documented feedback.

The consensus decision of the panel was to put the

items into question form to make the tool more

intuitive to use, resulting in EFeCT.

Validity evidence gathering was based on Messick’s

unified concept of validity9; essentially, is there

evidence to support the proposed interpretation of

the score generated by the instrument? Validity

evidence was collected concurrently with develop-

ment and piloting of the tool for the following facets

of Messick’s unified concept: content, substantive,

generalizability, and consequential validity.

The tool was initially piloted by 4 members of the

research team (D.H., S.R., S.A.S., D.N.), who used

the tool to individually score the documented

feedback on a sample set of 100 formative narrative

assessment forms (FieldNotes)16 randomly selected

from our residency program’s online assessment

portfolio. FieldNotes is a workplace-based assessment

tool used as part of our residency program’s

programmatic assessment framework.17 Each

Objectives
To develop an evidence-based tool to evaluate the quality of
documented feedback that could be used equally reliably by
clinical educators and non-experts.

Findings
Preliminary validity evidence supports content, substantive,
and consequential validity facets for the Evaluation of
Feedback Captured Tool (EFeCT).

Limitations
The preliminary validity evidence comes from one institution
across multiple years; evidence from other institutions will be
valuable.

Bottom Line
The EFeCT provides educators and researchers with an easy-
to-use tool to facilitate scoring of the quality of written
feedback, regardless of structure of the feedback, context, or
level of learner.
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FieldNote includes a brief description of what was

observed and a free-text documentation of the

feedback that was shared with the resident following

the observation. All FieldNotes were completed about

family medicine residents across the 2 years of

residency, came from a variety of supervisors, and

included highly variable formats for the documented

feedback. This was an intentional sampling approach

as it closely replicates the situations where the tool is

intended to be used. Interrater reliability was calcu-

lated using Ebel’s intraclass correlation (ICC) formu-

la18 after the first 50 samples were scored. All score

discrepancies were discussed. These discussions were

used to refine the instructions before the team

members scored the second 50 samples. Interrater

reliability was calculated again. Following this

piloting and refinement, 3 researchers (S.R., S.A.S.,

D.H.) scored 2 further sample sets of 100 FieldNotes,

so that 3 full sample sets were available.

Evidence for content and substantive validity, as

well as generalizability, was collected through multi-

ple sessions with different groups of raters, using the 3

sample sets of 100 FieldNotes described above. Each

session followed the same format: calibration, scor-

ing, and debrief. Calibration entailed a research team

member describing the tool and reviewing the

instructions. Next, the participants each scored 5

samples of feedback (same samples for all partici-

pants). The facilitator then discussed the scores, with

an emphasis on large discrepancies (2þ points) if any

were found. The scores were reviewed in reference to

the tool instructions, and the facilitator guided the

group to consensus based on the instructions. The

facilitator also answered any questions related to

interpretation of the instructions. For scoring, each

session participant independently scored the 100

samples of feedback in the set assigned to their group

and gave the completed scores to the facilitator. In

debrief, the facilitator gathered participants’

TABLE 1
Consensus List of Elements of Good Formative Feedback Found in Published Peer-Reviewed Literature (1900–2015)
and Reduced List Specific to Content of Documented Formative Feedback

Consensus List From the Literature Revised Consensus List

Specific to an observation, not a global/overall statement Based on (and references) an observation of a performance,

skill, or demonstration of knowledge, not a global/overall

statement

Based on (and references) an observation of a performance/

skill/demonstration of knowledge

Focus is on encounter/task/skill/performance observed, not

on learner personally

Timely (shared within a short time of the observation) Feedback has enough information for learner to understand

if they did well or need to improve

Feedback content is about the learner, not just teaching

information with no relation to what or how well the

learner did (connection between learner performance and

feedback is explicit)

Feedback content is about the learner, not just teaching

information with no relation to what or how well the

learner did (connection between learner performance and

feedback is explicit)

Primed, signaled, or labeled as feedback so that learner

knows that it is a feedback conversation

Enough information is included in feedback to allow learner

the opportunity to reflect on or respond to the feedback

(specific to documented feedback)

Offers guidance (‘‘constructive’’) whether feedback is

reinforcing or correcting

Focus is on encounter/task/skill/performance observed, not

on learner personally

Private (shared with learner one-on-one, not as part of a

group)

Learners are not compared to each other in the feedback

Clearly stated, so that feedback can be easily understood

Feedback is shared in a conversation, not a one-way talking

‘‘at’’ the learner

Learner has opportunity to reflect on or respond to the

feedback

Adequate time available to have a feedback discussion

Feedback has enough information for learner to understand

if they did well or need to improve

Respectful in delivery

Journal of Graduate Medical Education, February 2022 73

ORIGINAL RESEARCH

D
ow

nloaded from
 https://prim

e-pdf-w
aterm

ark.prim
e-prod.pubfactory.com

/ at 2025-10-27 via free access



reflections about the tool. The facilitator asked 3

questions: (1) What was your opinion of the ease of

use and utility of the tool? (2) Did the tool reflect the

way that you think about good feedback? (3) Do you

have any other comments about the tool? Participants

were recruited from 4 groups: clinical educators,

health professions students, non–health professions

students, and support staff. Five sessions were held

over 3 years, and each session included a mix of

participants from the 4 groups (3–6 raters/session).

The same set of 100 samples was used for the first 2

scoring sessions, the second sample set was used for

the next 2 scoring sessions, and the third sample set

was used for the last session. All participants in a

specific session scored the same 100 samples, to allow

for analysis of interrater reliability.

Further validity evidence was collected by using the

tool for research and CQI at 2 residency teaching sites

between 2015 and 2019. Evidence for generalizability

was collected using the EFeCT to score real-world

documented feedback generated as part of the

programmatic assessment framework. Findings from

the research conducted using the EFeCT were shared

back to the preceptors at the teaching sites either as a

simple score report or verbally as part of CQI directed

at improving teaching and assessment, and the tool

itself was shared to preceptors on request. At these

same 2 sites, evidence for consequential validity was

collected by looking for ‘‘washback,’’ or whether

introducing the scoring tool is associated with

changes in quality of documented feedback,10 by

comparing mean EFeCT scores in the first and last

years using independent samples t tests.

Additional evidence for substantive validity was

collected by repeating the literature search process

from Phase 1 after the EFeCT had been in use in our

FIGURE 1
The Evaluation of Feedback Captured Tool (EFeCT)
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program for 4 years, to ensure that the tool still

reflected published literature about feedback theory.

Ethics approval was obtained from our institution’s

Human Research Ethics Board.

Results

The initial literature review returned 5101 records;

1307 remained after duplicates were removed. After

primary screening, 104 full-text articles were re-

trieved for secondary screening, which resulted in a

final list of 89 articles included for data extraction

(see online supplementary data).

The initial list of characteristics of good feedback

extracted from those articles is shown in the left

column of TABLE 1. These characteristics were

reviewed by the consensus development panel in

Phase 2. By consensus, the panel decided to remove all

elements from the original consensus list (left column,

TABLE 1) that pertained to the feedback process (the

actual act of sharing of feedback), rather than the

documentation. Where concepts were overlapping,

statements were combined. The final list of 5 key

components of good feedback is shown in the right

column of TABLE 1.

The final version of the EFeCT is shown in FIGURE 1.

Each element of good formative feedback is phrased

as a simple question. Brief descriptions of each

element allow raters to decide if the element is

present or absent. For each element present in an

example of documented feedback, a score of 1 is

given, up to a maximum score of 5. The consensus

panel suggested that there should be a way to indicate

which elements were present when scoring a feedback

sample, so that it was clear which elements made up a

final score. This resulted in a ‘‘criterion’’ column, with

criterion A being the requirement for written feed-

back to be present (so that there could be a score of 0

for those instances where a sample did not have

written feedback). Simple instructions clarifying how

to use the tool are provided in FIGURE 1. An exemplar

FIGURE 2
Evaluation of Feedback Captured Tool (EFeCT) Scores for Feedback Samples
Note: Sample 1: EFeCT score¼0/5; Sample 2: EFeCT score¼2/5; and Sample 3: EFeCT score¼5/5.
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set of sample feedback that has been scored using the

EFeCT is presented in FIGURE 2.

Validity evidence is summarized in TABLE 2, where

sources of evidence for each facet are described. For

the piloting and refinement session, interrater reli-

ability improved after the instructions were refined

between the scoring rounds (first 50 samples: n¼4,

ICC¼0.82; second 50 samples: n¼4, ICC¼0.94).

Specific to the generalizability evidence, interrater

reliability for the final version of the rating tool was

found to be excellent for all sessions (Session 1: n¼3,

ICC¼0.94; Session 2: n¼6, ICC¼0.90; Session 3: n¼5,

ICC¼0.91; Session 4: n¼6, ICC¼0.89; Session 5: n¼6,

ICC¼0.92),14 regardless of who participated in the

session (see online supplementary data) or which of

the 3 sample sets was scored.

The evidence for consequential validity is shown in

FIGURE 3, where the mean of EFeCT scores demon-

strate a general upward trend and significant increase

between the first and last years in both teaching sites.

No new information was identified related to

specific components of the quality of documented/

written feedback when we searched literature from

2015 to 2020. All new information about feedback

that was found discussed best practices in holding

feedback conversations with learners.

Discussion

The EFeCT is a rigorously developed feedback quality

scoring tool that was intentionally constructed to be

used by anyone—support staff or student research

assistants as well as experienced clinical educators—

with no compromise in the integrity or reliability of

the scores produced. The collection of generalizability

validity evidence for the EFeCT specifically included a

diverse population of raters. While the instructions

are simple (FIGURE 1), we consistently found a uniform

application of the scoring tool, regardless of the

experience or background of the raters. Additionally,

TABLE 2
Evidence for Construct Validity of the EFeCT Using Messick’s Unified Concept of Validity

Facet of Unified Validity Evidence Supporting the Facet

Content (Is content relevant and

representative?)

& Items were developed from foundational literature across disciplines.
& Items were refined by a consensus panel of educational experts.
& Items align with elements of other related tools developed and published

during validation of this tool.
& Debriefing sessions with rater groups consistently noted that the EFeCT

accurately reflected their perceptions of the elements of documentation of

good feedback.
& Repeat of the Phase 1 literature search for articles from 2016–2019 did not

result in any new components for documented feedback.

Substantive (Does the construct theory

account for the content of the tool?)

& Consensus development panel process reviewed a deliberately expanded

pool of items and selected those items that specifically represented the

construct theory (TABLE 1).
& Debriefing sessions with rater groups indicated that raters were satisfied

with the items and did not suggest removal or addition of further items.
& Analysis of rater responses showed consistency in how raters interpreted

and applied each item in the tool.

Generalizability (Interpretation of the score

generalizes across populations and

settings)

& The samples of assessments that were used in scoring sessions included a

range of formats in documenting feedback, as well as a range in the

quality of the documented feedback. All samples were authentic examples

of documented feedback from a health professions training program.
& Five rating sessions were held, and each session had raters from a broad

range of backgrounds.
& Both in interrater reliability testing and in the debriefing sessions, there

was consistency in how raters used and understood the EFeCT, as well as

in how they scored the feedback samples, regardless of level of medical

education expertise.

Consequential (Score interpretations may

potentially influence actions, including

washback, where score interpretation

may influence later performance)

& Over a 3-year period following introduction of the EFeCT, a significant

increase in the quality of documented feedback was observed from the

first year to third year of use for the 2 residency program sites where the

tool was used for research and quality improvement purposes (FIGURE 3).

Abbreviation: EFeCT, Evaluation of Feedback Captured Tool.

Note: Structural facet not relevant to this application as there is no weighting of items or scoring key; external facet not measured in this study.
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the EFeCT was designed to capture the presence of

specific evidence-based elements of high-quality feed-

back, and to do so without requiring that the

feedback be in a specific structure or format. Both

of these aspects of the EFeCT differentiate it from

existing tools such as the CCERR,3 the QuAL score,4

and the QII,5 and make it a useful addition to these

tools by offering a way to make feedback evaluation

feasible and practical for programs.

Another advantage of the EFeCT is the clear and

explicit language about the feedback element of

‘‘How was it done well or how can it be improved?’’

This element captures the importance of reinforcing a

positive performance not just by saying ‘‘good job,’’

but by articulating what it was about a task or action

that went well. This helps learners to know specifi-

cally what it is that they need to keep doing, which is

just as important as providing specific information on

what needs to be done differently for learners who

need to improve or rectify a gap. This element is also

important if the feedback is being considered by a

competence committee making summative decisions,

as this is the type of information that gives context to

ratings or scores on assessment forms.19,20

Interestingly, the same information is valuable for

both learning and assessment. The criteria on the

EFeCT are derived from published research about

characteristics of feedback that positively contribute

to learning. This research often addresses assessment

for learning21 and the role of formative feedback in

self-regulated learning.3,22–24 Much of this same

literature has also informed assessment design in

competency-based medical education (CBME) pro-

grams,25–28 especially the incorporation of both

formative and summative tools in programmatic

assessment.4,29 Summative assessment decisions in

CBME are thus based on a large amount of data,

including formative assessment forms containing

feedback. There is clear value to including this

information in summative decision-making,5,19,20

but there is also inherent danger in doing so: the

dual purposing of feedback for both formative and

summative assessments may be detrimental to resi-

dent learning.30

Regardless of this uneasy truce between the

learning and assessment uses of feedback, the fact

remains that it is the quality of the feedback captured

on assessment forms that determines how meaningful

the feedback will be for either purpose.5 It is therefore

important for programs to have ways to monitor the

quality of documented feedback beyond faculty or

resident personal perceptions of good feedback, an

approach that has been found to be both complex and

problematic.31,32

The EFeCT is primarily a tool to be used to

evaluate written, one-way, documented feedback

captured on assessment forms. As such, it does not

include measures of the process of sharing effective

FIGURE 3
Mean EFeCT Scores for Assessments That Include Documented Feedback Across Multiple Years for 2 Major Teaching
Sites
Abbreviation: EFeCT, Evaluation of Feedback Captured Tool.

Note: At both sites, mean EFeCT scores were higher in the final year (Site 1, 2018–2019: M¼3.66, SD¼1.55; Site 2, 2017–2018: M¼2.86, SD¼1.91) than in

2015–2016 (Site 1: M¼3.33, SD¼1.52; Site 2: M¼2.61, SD¼2.03). For both sites, the difference (Site 1¼0.33, 95% CI 0.48- 0.18; Site 2¼0.25, 95% CI 0.45-0.05)

was statistically significant [Site 1: t(1476)¼4.22, P,.001; Site 2: t(1430)¼2.49, P,.01].
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feedback through verbal conversations between edu-

cators and learners, and thus does not capture the

environmental, contextual, and relationship compo-

nents that are key features of sharing feedback in the

workplace.28 A potential future direction for research

would be to examine whether use of the EFeCT in

faculty development aimed at improving the quality

of captured feedback will also affect the quality of

feedback conversations between teachers and learn-

ers. An additional limitation is that our validity

evidence was captured at one institution. The EFeCT

has been adopted at other institutions, and we are

planning for formal gathering of validity evidence in

the future.

Additional future research with the EFeCT is

planned to compare ratings between the EFeCT, the

QUaL Score, and the QII on identical sample sets of

feedback. Future research could also include further

exploring the generalizability of the EFeCT by using it

to score feedback captured on forms in other settings,

such as objective structured clinical examinations.

Conclusions

There is preliminary validity evidence for the EFeCT

as a tool for scoring the quality of narrative feedback

captured on assessment forms. Interrater reliability

evidence showed consistent scoring by all raters who

used the EFeCT, regardless of their level of expertise

in medical education or experience as clinical

educators.
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