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ABSTRACT

Background The Accreditation Council for Graduate Medical Education specifies that trainees must receive clinical outcomes and

quality benchmark data at specific levels related to institutional patient populations. Program directors (PDs) are challenged to

identify meaningful data and provide them in formats acceptable to trainees.

Objective We sought to understand what types of patients, data/metrics, and data delivery systems trainees and PDs prefer for

supplying trainees with clinical outcomes data.

Methods Trainees (n ¼ 21) and PDs (n ¼ 12) from multiple specialties participated in focus groups during academic year 2017–

2018. They described key themes for providing clinical outcomes data to trainees.

Results Trainees and PDs differed in how they identified patients for clinical outcomes data for trainees. Trainees were interested

in encounters where they felt a sense of responsibility or had autonomy/independent decision-making opportunities, continuity,

or learned something new; PDs used broader criteria including all patients cared for by their trainees. Both groups thought

trainees should be given trainee-level metrics and consistently highlighted the importance of comparison to peers and/or

benchmarks. Both groups found value in ‘‘push’’ and ‘‘pull’’ data systems, although trainees wanted both, while PDs wanted one

or the other. Both groups agreed that trainees should review data with specific faculty. Trainees expressed concern about being

judged based on their patients’ clinical outcomes.

Conclusions Trainee and PD perspectives on which patients they would like outcomes data for differed, but they overlapped for

types of metrics, formats, and review processes for the data.

Introduction

Learning from experience is the core of practice-based

learning and improvement. The Accreditation Coun-

cil for Graduate Medical Education (ACGME)

Common Program Requirements state that residents

and fellows should be provided data about clinical

outcomes and quality benchmarks.1 The Clinical

Learning Environment Review (CLER) Health Care

Quality (HQ) Pathway 3 further specifies that data

should be provided with specific attention to trainees’

own patients rather than their service or clinical

group.2 Results from early CLER visits showed that

programs vary significantly in how they provide

clinical data to trainees.3

To provide trainees with optimal data for feedback,

we must accurately attribute patients to trainees,

either individually or at the team level, and identify

meaningful metrics. If trainees do not have confidence

in the feedback, the impact may be lessened.4

Therefore, trainees must trust that data are accurate

relative to the outcome, but also relative to their own

roles in the patient’s care. Other authors have

described algorithms for attributing patients to

trainees5,6 and proposed the concept of distinguishing

between attribution to trainees and contribution by

trainees.7

Our institution developed a trainee clinical dash-

board, ‘‘ResiDash,’’ as a tactic to provide clinical

feedback. This dashboard uses attribution rules (eg,

authorship of specific note types) to attribute patients

to individual trainees and calculate individual quality

metrics. Early feedback on our dashboard revealed

that trainees often did not perceive the metric data as

reflective of their own practice because they did not

agree with the attribution algorithm. For example,

some trainees felt that when ‘‘cross-covering’’ they

had less ownership of outcomes because plans may

have been directed by other team members. Several

other investigators have shared their experiences and

challenges in using dashboards for trainee clinical

metrics.5,8 We could not identify reports of how these

dashboards are used by clinical competency commit-

tees or in other assessments.
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We designed this focus group study using a

constructivist approach9 to elucidate trainee and

program director (PD) preferences regarding the

patient populations, data/metrics, and data format

for providing patient outcomes data to trainees.

Methods

Our study was conducted during academic year

2017–2018 at a large, urban, multisite, university-

based institution with more than 100 training

programs and 1600 trainees. We recruited trainee

participants via e-mail, using a log of users who had

accessed our ResiDash dashboard (114 users, all were

invited). We recruited PD participants via our

Graduate Medical Education Committee member-

ship, as well as specific PDs who had previously

expressed interest in this subject. We separated

trainees from PDs in focus groups because we wanted

trainees to feel safe expressing their views. We

scheduled focus groups based on participant avail-

ability to include a range of levels and specialties. We

accepted all respondents who could attend one of the

focus groups. We offered a $50 gift card as an

incentive to all participants.

We used a constructivist approach with recognition

that trainees and PD perspectives would generate and

shape the meaning of the focus group discussions.

Focus groups allow for participants to interact with

each other and endorse ideas in real time,9 which we

hoped would allow us either to identify broadly

applicable guidelines or to determine the impractical-

ity of that approach.

We developed a focus group guide with questions

informed by the ACGME CLER HQ Pathway 3

(‘‘Residents/fellows receive, from the clinical site,

specialty-specific data on quality metrics and bench-

marks related to their patient populations’’).2 We

added questions about the formatting of data based

on prior feedback from users who had accessed

ResiDash. Focus group interviews were conducted by

a well-trained interviewer (G.R.) with relevant skills

and content expertise, and research assistants with

backgrounds in qualitative research (M.T. and

S.C.M.).

The focus group guide (provided as online supple-

mental material) focused on 3 major areas: ‘‘who,’’

‘‘what,’’ and ‘‘how.’’ We asked trainee participants to

define the population of patients for whom they have

participated in care and would be interested in data;

what kinds of data they would be interested in; and

how they would like those data presented and

reviewed. We asked PDs similar but reworded

questions to understand how they think about data

specifically for their trainees. One author (G.R.)

conducted the focus groups, which were audiore-

corded and transcribed for coding.

We used conventional content analysis to analyze

transcripts to capture what trainees and PDs offered

independent of any existing frameworks.10 We

conducted an initial review of transcripts from each

focus group, developed codes independently, then

compared and consolidated. Three researchers par-

ticipated in coding and analysis for each transcript.

Transcripts were analyzed using a constant compar-

ative approach by iteratively comparing similarities

and differences in the data in order to develop a sense

of patterns and themes.11 The researchers included 1

clinician who was very familiar with the content and

context (G.R.), 1 education research faculty member

(C.B.), and 1 research assistant (M.T. or S.C.M.) to

provide check against potential bias the authors may

have due to their roles in graduate medical education

(GME).

The University of California, San Francisco Com-

mittee on Human Research approved the study.

Results

A total of 21 trainees, representing 13 unique training

programs, participated in 1 of 3 focus groups. A total

of 8 participants were currently enrolled in a core

residency training program, 10 were in a fellowship

program, and 3 were recent residency graduates

within 1 month of graduation, who answered as if

still a resident. A total of 12 PDs (including 1

associate director) representing 12 unique residency

and fellowship programs participated in 1 of 3 focus

groups. Of note, 1 PD focus group included only 2

participants. Focus group composition by number,

specialty, and role are reported in TABLE 1.

What was known and gap
The Accreditation Council for Graduate Medical Education
specifies that trainees must receive clinical outcomes and
quality benchmark data. Program directors (PDs) must
identify meaningful data and provide them in formats
acceptable to trainees.

What is new
Focus groups for PDs and trainees that sought to understand
what types of patient populations, data/metrics, and data
delivery systems trainees and PDs prefer for supplying
residents with clinical outcomes data.

Limitations
Study was conducted in a single institution, limiting
generalizability, and results may have been impacted by
factors, including institutional culture of team-based care.

Bottom line
Trainee and PD perspectives on which patients they would
like outcomes data for differed, but they overlapped for
types of metrics, formats, and review processes for the data.
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We identified 4 themes from the focus group data

(TABLE 2) and organized these themes around key

topics. Trainees and PDs applied different criteria to

identify the populations of patients for whom they

wanted data (PDs used much broader criteria). The

groups overlapped significantly on what kinds of data

they were interested in (focus on individual metrics)

and the format of the data (need for both ‘‘push’’ and

‘‘pull,’’ customizable, and comparison to peers). The

groups also agreed that trainees should review data

with faculty, but trainees also identified concerns

about which faculty would be appropriate for this

activity.

Approaches to Identifying Patients (‘‘Who’’)

Trainees and PDs generally took different approaches

to identifying patients from whom to provide trainees

with data about their clinical practice (ie, the

denominator). Trainees tended to describe specific

criteria based on their level of direct involvement,

while PDs used broader criteria (eg, all patients on

trainee-led services).

Trainees were interested in data around ‘‘meaning-

ful’’ encounters, described as patients for whom they

felt a sense of responsibility and/or had autonomy/

independent decision-making opportunities, had con-

tinuity, or learned something new. Examples included

deciding on the plan during a clinic visit, deciding that

a patient needed surgery, or operating on a patient in

specific roles.

Trainees who functioned as consultants were

interested in patients for whom they made specific

recommendations and whether they ended up being

correct. PDs were less consistent in their discussion of

autonomy. Many focused on the context of team care

rather than individual care. Several PDs expressed

that trainees should receive data on all patients who

were on their residents’ care teams. An alternative

perspective that garnered agreement from PDs was

the importance of patients with whom there was

independence and/or autonomy to avoid pushback

from residents about their effect on care.

Continuity of care was a common factor used by

trainees and PDs across specialties. One trainee

described how patients for whom they had written

consecutive notes or patients in their panel might be a

useful metric to identify patients meaningful to them.

However, this same resident also noted that primary

care panels were not always reliable markers of

continuity.

In addition to data reflecting their clinical practice,

trainees expressed interest in receiving clinical data

regarding patients from whom they learned some-

thing new, even if they had less ownership or

involvement. Trainees were particularly interested in

learning from patients when they had a misdiagnosis

and discussed the value of relaying this information

back to residents.

Specific Data of Interest (‘‘What’’)

Multiple trainees and PDs expressed a desire to

receive patient caseload data for logs as well as for

identifying gaps in clinical experience. PDs added that

these data also would be useful for monitoring

consistency of trainee clinical experiences within a

program.

TABLE 1
Participants in Focus Groups

Role No. of Participants (Training Program; Resident Unless Specified)

PGY-1 1 (internal medicine)

PGY-2 2 (obstetrics and gynecology, ophthalmology)

PGY-3 1 (internal medicine)

PGY-4 2 (gastroenterology fellow, pediatric critical care fellow)

PGY-5 5 (child neurology fellow, general surgery, genetic, neurohospitalist fellow, plastic and

reconstructive surgery)

PGY-6 4 (movement disorder fellow, plastic surgery, 2 reproductive endocrinology and

infertility fellows)

PGY-7 2 (heart failure fellow, neonatology fellow)

PGY-8 1 (plastic and reconstructive surgery)

Recent graduates (post PGY-3) 3 (internal medicine)

Associate program director Internal medicine

Program director Cardiology fellowship, child neurology fellowship, family and community medicine,

obstetrics and gynecology, otolaryngology, pediatrics, pediatric anesthesia

fellowship, pediatric cardiology fellowship, pediatric critical care fellowship,

psychiatry, urology

Abbreviation: PGY, postgraduate year.
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TABLE 2
Themes From Trainee and Faculty Focus Groups

Question

Area
Themes From Trainees Themes From Faculty

Patient type

of interest

(‘‘who’’)

Common to both groups:
& Patients for whom trainees had continuity of care.
& Patients for whom trainees had a greater depth of involvement in care.

Focus on meaningful encounters, identified as:
& Trainees had responsibility, autonomy, or

independent decision making.
& Trainees had continuity.
& Trainees learned something.
& The outcome/diagnosis was unknown or

unexpected.

‘‘I think that initial consult drives the plan. Even if

that patient is in the hospital for weeks at a time,

that initial consult. . . drives the plan for that

patient. I think that’s the most important group

[of patients]. . .’’ (cardiology fellow).

‘‘The ones that I’d be most interested in would be

the ones that I took a primary responsibility in

clinic, or an inpatient service, or saw as a consult

or took to the operating room’’ (plastic surgery

resident).

Generally interested in all encounters in which trainees

participated.

Non-procedural services had narrower criteria, including

meaningful engagement with patient.

Specific interest in continuity panel patients where

applicable, especially if similar data were being provided

to faculty

‘‘It’s all the patients in the pediatric intensive care unit,

right? Our fellows are the prime responsible person, in

terms of the everyday management for all the patients in

the intensive care unit’’ (pediatric ICU faculty).

‘‘It’s every single ob-gyn patient at [the county hospital]...

and then [at the university site], I would say any inpatient,

anyone they operated on or anyone they delivered’’

(obstetrics and gynecology faculty).

Alternative perspective from minority of faculty:

‘‘I would be worried about giving residents outcomes data

for things that they didn’t influence the outcome on.

Because I think that’s just the set up for frustration and

push back for the system’’ (internal medicine faculty).

Data of

interest

(‘‘what’’)

Common to both groups:
& Individual metrics which reflect trainees’ decision making or performance.
& Team metrics.
& Data customized for specific specialties and clinical services.
& Case logs to identify educational gaps.
& Variable interest in institutions/population metrics.

Interest in logs of clinical experiences to identify potential

gaps in training.

Some interest in team-level metrics, particularly when they

could be compared to other teams.

Less interest in institutional metrics, with increasing

interest as they got closer to completing their training.

‘‘If [the catheter] was placed during my time, I need to

know about that. And if it wasn’t removed and it should

be my primary responsibility’’ (general surgery resident).

‘‘If my colleagues had prescribed twice as much

Tetrabenazine as me... and that’s not a medication that is

easy to prescribe, I’d be like ‘Oh I should do that more,

this is a time to learn do that’’’ (neurology fellow).

Regarding institutional scorecard:

‘‘I think it’s most helpful for knowing that if we’re a hospital

that performs particularly poorly with catheter associated

UTIs, then I might say maybe I should be reexamining the

practice that I’m learning on my rotations’’ (neurology

resident).

‘‘. . .Thinking back as a resident or a PGY-2 or something, I

just think it probably overall wouldn’t be that interesting.

I think moving toward becoming an attending or faculty

or whatever, I think those things are important and I

could see as a practitioner on my own, those things are

very important, and I would care about it’’ (obstetrics and

gynecology fellow).

Preference for actionable metrics.

Should be aligned with whatever faculty received.

Accuracy of data is more important than the specific

metrics chosen.

Team-level metrics viewed as opportunities for discussion.

Identification of gaps in clinical experience.

Quality improvement metrics to understand larger context

of work.

Acknowledgement of importance of institutional metrics

with need for faculty to contextualize.

‘‘I would argue for quality over quantity. . . Identify a few

targeted things that people agree are important and that

residents actually have control over’’ (internal medicine

faculty).

‘‘. . .did they come to the ER 2 days later or a month later

because they didn’t get good follow-up instructions, those

types of things that you can’t get captured in any other

way’’ (pediatric cardiology faculty).

Regarding institutional scorecard:

‘‘They seem to be interested. I go over it with them ... Maybe

not all of them are interested, but they have an idea of

what the system-wide situation is, and whether it’s good

or bad, and what we’re aiming for, and then if you

hopefully provide them with some similar data for

themselves, then they have a comparison, potentially, if

they or their group or their team is way outside the

norm’’ (adult cardiology faculty).
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Beyond logs, trainees and PDs were interested in

individual patient-level metrics that directly related to

trainees’ delivery of care, compared with system or

operational metrics. Participants highlighted the

importance of providing clinical outcomes data that

are essential and relevant.

PDs and trainees described clinical and quality

improvement (QI) metrics in the context of individual

specialties using narrow metrics (eg, adherence to

specific practice guidelines) as well as broadly

applicable metrics (eg, complications, test utilizations,

readmissions). Both groups emphasized how the

patient population would largely dictate the metrics

of interest, and therefore residents might potentially

receive data on different metrics each month. One PD

described the ideal state being when ‘‘faculty members

identify a specific metric that they think is meaningful

and valuable in the context of their practice.’’ PDs also

thought that trainees in outpatient practices should

receive the same metrics as faculty in those practices.

Trainees and PDs consistently described a desire

to compare trainees’ performance and experiences

with peers, and shared how this may inform how

they can change clinical practice or influence

learning goals. Trainees indicated that different

metrics might allow for comparison either across

specialties or to providers in the same specialty at

other institutions.

Overall, trainees and PDs expressed limited interest

in institutional-level metrics, such as those reported

on health systems’ QI reports. They did acknowledge

that certain institution-wide operational metrics (eg,

hospital-acquired conditions) could be beneficial to

their learning, although the utility would be greater as

they approached transition to attending physician

roles. Trainees were more interested in adverse events

data than revenue or cost data.

Preferred Data Format (‘‘How’’)

Trainees and PDs had mixed responses as to how they

would like to access or receive data. The majority of

trainees supported dual approaches: regular e-mail

notifications, including key outcome metrics, in

addition to a customizable online interface. PDs

tended to be split—some wanted data pushed to

them and others wanted data only on demand—and

very few wanted both. Both groups discussed the

importance of presenting data with a standard of

comparison for benchmarking.

TABLE 2
Themes From Trainee and Faculty Focus Groups (continued)

Question

Area
Themes From Trainees Themes From Faculty

Data format

(‘‘how’’)

Common to both groups:
& Variation in preferred format of the data, including a mix of push and pull, as well as varied frequencies.
& Important to be able to compare to others (immediate peers, near peers, comparison groups).

‘‘. . .It would be useful to show comparison to the average of all the other fellows or residents, so they know

where they fit within the mean, or standard deviation’’ (cardiology faculty).

Prefer customizable based on individual interest

‘‘. . .What I’m more interested in is . . . a more complex

database where you can look up things on your own’’

(internal medicine resident).

Acknowledgement that trainees were unlikely to pull their

own data without prompt.

Understand limitations of data (eg, prior providers).

‘‘[It’s] complicated, because when we put a disclaimer, and

we say, ‘‘We know that this isn’t just you, and we know

that it takes 2 years to change these [patient metrics]’’

(family medicine faculty).

Review of

data

(‘‘how’’)

Common themes:
& Important to review data with someone who can provide feedback.

Important to review with someone, but in some cases

specifically would not want to review with program

director.

Compare their own practice experience to others to

identify learning gaps.

‘‘I think the worry, just as like the rest in this global

conversation would be, it would be somehow used for

evaluating poorly. . . Like if our program directors knew

that our patients got readmitted all the time’’ (neurology

fellow).

Use data for quality improvement projects, educational

interventions, and milestones assessments.

‘‘. . .It’s best if the resident just doesn’t get the numbers but

actually has somebody that is designated to go through it

with them. And whether that their inpatient attending or

their overall advisor, but somebody who’s educated about

what that rate should be’’ (internal medicine faculty).
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Approach to Review and Utility of Data

Trainees described tangible and intangible benefits of

using patient data to shape their clinical practice as

individuals, as part of a team, and institutionally.

Trainees expressed enthusiasm for using available

clinical outcomes data as springboards for discussions

regarding QI projects, which could drive meaningful

improvement within their specialties or divisions.

Almost universally, participants felt that trainees

should review the data with a faculty member. Some

felt that a PD was the appropriate person, while

others felt the opposite. Several trainees specifically

expressed concern about reviewing data with a PD—

either that the clinical data would be used to give an

unfavorable evaluation, or that their PD might not

know the clinical context. These trainees preferred to

review their data with a clinical supervisor. PDs

agreed that trainees would benefit most from review-

ing data with a clinical mentor who could provide

context.

Discussion

In this study, we sought to understand trainee and PD

preferences regarding patient populations, data/met-

rics, and data format for providing patient outcomes

data to trainees. We accomplished this by describing

which patients trainees and PDs are most interested in

(‘‘who’’), what types of metrics they find useful and

meaningful (‘‘what’’), and how they would like the

data presented and reviewed (‘‘how’’). Trainees and

PDs expressed some overlapping and diverging views

on ‘‘who’’ the patients of interest are; there was

greater overlap on the ‘‘what’’ and ‘‘how.’’

In our focus groups, trainees described criteria for

meaningful encounters that they could then use to

identify patients of interest, whereas PDs tended to

include all patients on trainee-led services. This lack

of alignment creates a challenge, as patient identifi-

cation and attribution are a key foundational step to

providing data. If trainees and faculty do not agree on

the patients, there is a greater chance they would not

agree on the credibility of the feedback. Trainees’

focus on subjective metrics, such as ‘‘meaningful’’

encounters, creates a challenge with electronic health

record data reports.

Amid these challenges, approaches to providing

meaningful data will likely require a combination of

algorithm-based attribution and direct identification

of patients by trainees. Algorithm-based attribution

enables documentation of clinical exposure, serving

one role in providing feedback.5 Direct identification

of patients enables trainees to identify patients in real

time as they actively participate in patient care and/or

identify learning opportunities, as well as

retrospectively after they have had time to reflect on

experiences.12

These dual approaches to patient identification will

be useful for different purposes. Algorithms will likely

be more useful for populations of patients and

identification of practice patterns. Alternatively,

direct identification provides examples of specific

cases that might constitute a portfolio of meaningful

clinical experiences. Notably, when trainees directly

identify patients with an interest in follow-up, they

may use criteria that only indirectly relate to clinical

care. Some trainees may desire follow-up on patients

based on curiosity, generally related to clinical

uncertainty, personal attachment, and patient vulner-

ability.13 Given that the underlying reasons for

identifying patients will influence the learning that

arises, the purpose of sharing data should be

identified prospectively.

Our work underscored the findings of other

authors, who found that residents are interested in

patient-level feedback,14 but also that residents need

to have confidence in the data (in our case, the

attribution of the data) if they are to use it for

improvement.4 Our respondents also highlighted the

importance of trusted mentors for contextualizing

any feedback.15,16 Educators should be aware that

providing retrospective feedback has the potential

to trigger a strong emotional reaction.17 Finally, we

noted that residents expressed less interest in

institutional metrics, and their faculty acknowl-

edged this lower level of interest without great

concern. This finding is consistent with the CLER

report, which noted that physician groups were

more likely to identify departmental priorities than

institutional priorities,3 and highlights an opportu-

nity for greater alignment between GME and health

systems.

An important limitation of our study is that it was

at a single institution. It is likely that our results were

impacted by factors including institutional culture of

team-based care, as well as the limited ways in which

faculty in our institution are currently able to access

meaningful patient-level data for feedback. Smaller

fellowship programs may have been overrepresented

in our participants, and some larger programs (eg,

emergency medicine, psychiatry) were not represent-

ed, which leaves open the possibility that we missed

important perspectives. Interestingly, emergency med-

icine is a setting in which a trainee might manage all

aspects of a patient’s care during an encounter, so

attribution is more straightforward. There is signifi-

cant variation in care models between specialties,

related to the duration of patient encounters and the

number of providers seen during a single encounter.
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These differences may affect the types of data that are

desired by learners and their PDs.

As GME and health care delivery models evolve,

educators and health system leaders are challenged to

provide credible clinical feedback to residents in their

health care systems.2 Educators, quality specialists,

and informaticists will need to work together to

develop practical and effective data reporting. Only

through effective collaboration will we be able to

provide the right data, about the right patients, to the

right learners, at the right time.

Conclusions

Trainees and PDs are able to describe criteria for

identifying patients about whom they would like

clinical outcomes data, what data they are interested

in, and how they would like to receive this data.

Criteria differed for the patient population to be

included but overlapped for types of metrics as well as

the formats and review processes.
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