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ABSTRACT

Background Determining procedural competence requires psychometrically sound assessment tools. A variety of instruments are
available to determine procedural performance for central venous catheter (CVC) insertion, but it is not clear which ones should be

used in the context of competency-based medical education.

competence in CVC insertion.

tools.

utilized for assessment of competence in CVC insertion.

Objective We compared several commonly used instruments to determine which should be preferentially used to assess

Methods Junior residents completing their first intensive care unit rotation between July 31, 2006, and March 9, 2007, were
video-recorded performing CVC insertion on task trainer mannequins. Between June 1, 2016, and September 30, 2016, 3
experienced raters judged procedural competence on the historical video recordings of resident performance using 4 separate
tools, including an itemized checklist, Objective Structured Assessment of Technical Skills (OSATS), a critical error assessment tool,
and the Ottawa Surgical Competency Operating Room Evaluation (O-SCORE). Generalizability theory (G-theory) was used to
compare the performance characteristics among the tools. A decision study predicted the optimal testing environment using the

Results At the time of the original recording, 127 residents rotated through intensive care units at the University of Calgary,
Alberta, Canada. Seventy-seven of them (61%) met inclusion criteria, and 55 of those residents (71%) agreed to participate. Results
from the generalizability study (G-study) demonstrated that scores from O-SCORE and OSATS were the most dependable.
Dependability could be maintained for O-SCORE and OSATS with 2 raters.

Conclusions Our results suggest that global rating scales, such as the OSATS or the O-SCORE tools, should be preferentially

Introduction

Many tools have been developed to assess procedural
competence.'™ It is unclear which of these tools
should be preferentially utilized within the context of
competency-based medical education. In the absence
of psychometrically sound instruments, it is difficult
to justify decision-making related to resident compe-
tence, progress, and promotion.

An ideal tool should demonstrate evidence of
validity and reliability.* Itemized checklists and global
rating scales recommended for procedural skills
assessments have different strengths and weakness-
es.”>® Checklists focus on technical aspects and
specific observable behaviors. Since they are intuitive
and provide an objective measure, their scores can be
erroneously assumed to be more reliable than those
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from global assessment scales.” Additionally, check-
lists are limited to assessment of the skill for which
they are developed, and scores provided by each
specific tool require assessment to ensure there is
evidence for validity.? Global rating scales, such as the
Objective Structured Assessment of Technical Skills
(OSATS) or the Ottawa Surgical Competency Oper-
ating Room Evaluation (O-SCORE), define perfor-
mance on a global behavior scale or set of
subscales.®® These tools may better discriminate
expertise. Rather than comparing performance to an
arbitrary standard, they avoid central tendencies by
setting standards to identify safe, independent perfor-
mance.>’ Judgments made using these global rating
scales are more subjective and potentially suffer from
bias due to the influence of past interpretations of
performance on current assessments.'® A recent
systematic review” failed to clearly identify which
tool should be preferentially used for procedural skills
assessments. Although interrater reliability scores for
checklists compared favorably to global rating scales,
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other variables such as interitem and interstation
reliabilities favored global assessments.”

Generalizability theory (G-theory) offers an effi-
cient and practical means to assess performance
characteristics of these instruments.''™'* Unlike clas-
sical test theory, G-theory estimates the accuracy of
generalizing an observed test score to the trainee’s
true score under multiple conditions by simultaneous-
ly measuring error contributed from the participants,
assessment tool items, raters, and interactions among
these components. This provides a robust reliability
assessment, calculated as a dependability index.!!
Furthermore, G-theory enables investigators to opti-
mize the testing environment by performing a
decision study to predict how altering variables
pertaining to the assessment process (eg, number of
items or raters) affects tool dependability.'!

Given the common use of central venous catheters
(CVCs) in the management of unstable patients,
competence in CVC insertion has been identified as
a key learning objective for trainees in a variety of
specialties.”>™ The purpose of this study was to
compare the dependability of 4 different procedural
assessment tools for determining competence in CVC
insertion.'?

Methods
Setting and Participants

In 2006, junior residents from a variety of training
programs who were completing their first rotation
in 1 of 2 intensive care units (ICUs) between July
31, 2006, and March 9, 2007, were invited to
participate in a study that involved inserting CVCs
while being video recorded. In 2006, residents who
had previously completed an ICU rotation, were
absent on the final day of the rotation, or were on
elective rotations from outside centers were exclud-
ed from the video-recording study. Participating
residents had gained exposure to CVC insertion
during an introductory simulation session prior to
the start of their ICU rotation in 2006-2007.
Informed consent was obtained for all participants
at this time.

Study Procedures

In 2006-2007, we video-recorded all participants
performing right-sided, internal, jugular, and subcla-
vian central line insertions on CVC task trainers (Life/
form, Nasco, Fort Atkinson, WI) at the end of their
ICU rotation. All procedures were performed using
the landmark and Seldinger techniques.”® Standard
triple-lumen CVCs, hospital procedure trays, and
barrier precautions were utilized.

ORIGINAL RESEARCH

What was known and gap

A variety of instruments are available to determine
procedural performance for central venous catheter (CVC)
insertion, but it is not clear which ones are more dependable
to assess competence.

What is new

A comparison was made, using generalizability theory, of the
dependability of 4 procedural assessment tools for deter-
mining competence in CVC insertion.

Limitations

Study participants came from a single institution, limiting
generalizability, and low-fidelity mannequins did not allow
for evaluation of all components of CVC insertion.

Bottom line

Study results suggest that global rating scales, such as the
OSATS and O-SCORE, are more dependable than checklists
or critical error tools for assessment of competence in CVC
insertion.

Outcome Assessments

Although this study was originally intended to assess
CVC insertion only using a checklist tool, a delay in
our data analysis allowed the opportunity to include 4
modified, contemporary assessment tools. These tools
were applied between June 1 and September 30,
2016, to judge procedural competence on the
historical video recordings of resident performance.
Modifications from original tools were designed to
limit scoring to procedural steps that were directly
observable on the video recordings. Aspects of the
procedure that were not captured on the video
recordings were excluded from the tools. These tools,
created a priori, included an itemized checklist, a
critical error tool, the OSATS, and the O-SCORE
(provided as online supplemental material).

The itemized checklist, modified from a previously
published tool,® was designed to assess performance
of 9 key steps in CVC insertion. Each step was
weighted equally with a maximum possible score of 9.
The critical error tool, modified from a previously
published procedural error tool,” was designed to
identify 6 potential critical errors, which were
weighted equally. The maximum (worst) score possi-
ble was 6. A previously published OSATS tool was
modified to assess 5 distinct domains specifically
related to the technical components of CVC inser-
tion.”! The score on this instrument was defined as
the total score for all domains with a maximum
possible score of 20. Finally, a modified O-SCORE
tool was used to assess performance along a
competence continuum using a 5-point global rating
scale (with a maximum possible score of 5).?

Each tool was reviewed by the 3 raters (J.A.L.,
A.R.d.O., D.]J.Z.) prior to the study to assess content,
establish clarity, and ensure consistency in scoring. To
optimize interrater reliability, all raters scored 5
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nonstudy participants using each tool and met as a
group to further establish consistent approaches. The
raters collectively agreed on the specific behaviors
that comprised a “successful” or “unsuccessful” score
for each item on each tool.

Three senior, board-certified intensivists indepen-
dently scored the videos for each resident using each
of the 4 assessment tools. All raters were faculty
members in an academic critical care medicine
department, experienced in assessing resident perfor-
mance. Raters differed in their prior exposure to the
individual assessment tools, and at the time of the
study, none of the assessment tools were routinely
used clinically by any of the raters. The sequence in
which raters used the tools to score the residents was
not defined. Raters independently reviewed each
video for as long as necessary to complete their
assessment. Videos were excluded from the analysis if
technical difficulties with the equipment or the video-
recording process precluded scoring of the partici-
pants.

The original and modified studies were approved
by the University of Calgary Conjoint Health
Research Ethics Board.

Data Analysis

Standard deviations were calculated for scores on the
assessment tools. Standard error measures were
calculated for dependability coefficients. Categorical
and continuous descriptive data are presented as
proportions, means, and SDs as appropriate. The G-
theory was used to estimate the relative contribution
of resident performance (our measure of interest for
each test) to the test scores, compared with the
contribution from measurement error.'' Our object of
interest was the participants; potential sources of
measurement error included the raters, examination
items, and the interactions between raters-items,
participants-raters, participants-items, and partici-
pants-items-raters, including unmeasurable error. A
2-facet, fully crossed design was used in which each
participant was assessed by each rater on each
examination item. Each participant was scored by
each rater using all assessment tools, allowing
estimation of variance in the observed score contrib-
uted by participants, raters, items, and interactions
among these variables.

The relative proportion of variance explained by
each component was calculated for each assessment
tool. Sources of variance evaluated included partici-
pants, raters, examination items, and the interactions
among them, including unmeasurable error. To
provide a standard setting with relevance for compe-
tence assessment, each test score was interpreted in an
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absolute manner. A pass/fail cut score was established
for each test using a modified Angoff method.** These
cut scores were used for decision-making, and the
dependability index was calculated for each tool. This
coefficient ranges from 0 to 1 and provides a measure
of the extent to which score consistency is affected by
absolute error.'®> Compared with higher-stakes en-
counters, such as summative assessments or licensing
examinations, we accepted a dependability index
threshold of 0.7, which is generally considered
adequate for lower-stakes and formative assessments,
such as those associated with clinical procedures.”***

The generalizability study (G-study) was followed
by a decision study to estimate changes in the
dependability of scores as a result of increasing/
decreasing the number of raters and/or examination
items'! for the purpose of identifying strategies to
improve dependability of assessment tool scores and
optimize efficiency.

Data were analyzed using SPSS 24 (IBM Corp,
Armonk, NY) for descriptive and inferential statistics.

Results
Demographics

One hundred twenty-seven residents rotated through
the ICUs during the study period, with 77 (61%)
meeting inclusion criteria, and 55 of those 77
residents (71%) agreeing to participate (study design
flowchart with enrollment details is provided as
online supplemental material). Demographics are
provided in TABLE 1.

Performance Scores

A summary of the resident scores using the 4
assessment tools is provided in TABLE 2. Assessment
scores generally centered on the midpoint of the
assessment scales, with substantial variation for all
tools. The number of videos that were excluded from
scoring due to technical difficulties is depicted in the
study-design layout (provided as online supplemental
material).

Dependability of Performance Scores

The relative proportion of variance explained by each
component was calculated for each assessment tool.
Sources of variance evaluated were participants,
raters, examination items, and all interactions among
them. Summaries of the variance components from
each assessment tool for the internal jugular and
subclavian sites are provided in TABLE 3. For the
checklist and critical error tools, substantial measure-
ment error contributed to the overall variance in the
observed test scores. At both CVC sites, measurement
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TABLE 1
Participant Demographic Information

Demographic et (lat= 2
No. %
Training program
Family medicine, urban 20 (36)
Internal medicine 8 (15)
Family medicine, rural 7 (13)
Anesthesia 5(9)
Orthopedic surgery 4 (7)
General surgery 3 (5)
Otolaryngology 2 (4)
Neurology 2 (4)
Emergency medicine 1(2)
Neurological surgery 1(2)
Missing 1(2)
Other 1(2)
Training year
Postgraduate year 1 5 (9)
Postgraduate year 2 45 (82)
Postgraduate year 3 4 (7)
Missing 1(2)
Gender
Female 29 (53)
Male 25 (45)
Missing 1(2)

error resulting from the interaction among partici-
pant-by-rater-by-item contributed to nearly half of
the observed test scores. In contrast, the largest source
of variance contributing to observed test scores for
the OSATS and O-SCORE at both insertion sites was
derived from the participants themselves.

ORIGINAL RESEARCH

A summary of the dependability coefficients and
standard errors of measurement for each assessment
tool is in TABLE 4. Scores from the OSATS and O-
SCORE tools were more dependable than those from
the checklist or critical error tools. Dependability
scores were consistent between insertion sites for all
tools.

In the decision study, the effect of increasing or
decreasing the number of raters or items on each of
the assessment tools is summarized in TABLE 5. Our
results suggest that adding more examination items to
the tools would add relatively little value to improv-
ing score reliability. Adding more raters would
improve the performance of both the checklist and
critical error tools but would not be necessary for the
OSATS or O-SCORE tools to meet our dependability-
index threshold. Furthermore, the dependability of
both the OSATS and O-SCORE could be maintained

with one less rater for both insertion sites.

Discussion

We found that global rating instruments (OSATS and
O-SCORE) were more dependable than checklists or
critical error tools for assessing procedural compe-
tency in CVC, a finding supported by the litera-
ture.”*>*® Our G-study analysis sheds light on why
these tools performed differently.

For the checklist and critical error tools, substantial
measurement error contributed to the overall variance
in the observed test scores. At both anatomical sites,
measurement error resulting from the interaction
among participant-by-rater-by-item contributed to
nearly half of the observed test scores. This variance
reflects the inconsistency resulting from the 3-way
interaction among participants, raters, and items,

TABLE 2
Participant Scores on Central Venous Catheter Insertion Using All Assessment Tools
Assessment Tool n Maximum Participant Participant Participant Participant
Possible Score Minimum Score Maximum Score Mean Score SD
Checklist
Internal jugular 50 9 2.7 1.6
Subclavian 54 9 1.5 74 1.7
Critical error tool
Internal jugular 53 4.7 1.2 1.2
Subclavian 54 4.7 0.9 1
OSATS
Internal jugular 53 20 5 20 12.2 4.2
Subclavian 53 20 57 20 15.4 34
O-SCORE
Internal jugular 53 5 1 5 3.1 1.2
Subclavian 53 5 1 5 37 1.1

Abbreviations: OSATS, Objective Structured Assessment of Technical Skills; O-SCORE, Ottawa Surgical Competency Operating Room Evaluation.
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TABLE 3
Variance Percentages for All Assessment Tools
Source of Variation Checklist, % Critical Error, % OSATS, % 0O-SCORE, %
Internal jugular site
p 1.4 133 58.5 65.5
r 1.1 1.6 1.5 3
i 6.3 11.7 0 N/A
pXr 17 1.6 16.2 N/A
p X i 26.1 21.8 4.0 N/A
rXi 0.6 1.1 1.1 N/A
pri, e 52.8 489 18.7 N/A
pr, e 31.5
Total 100
Subclavian site
p 12,6 14.8 428 542
r 0.7 0.7 1.7 25
i 2.22 5.6 0 N/A
p Xr 3.7 0 26.5 N/A
p Xi 27.4 19.7 42 N/A
rXxi 3 2.8 0.8 N/A
pri, e 50.4 56.3 24.0 N/A
pr, e 433
Total 100

Abbreviations: p, participants; r, raters; i, examination items; e, unmeasured sources of error; OSATS, Objective Structured Assessment of Technical Skills;
O-SCORE, Ottawa Surgical Competency Operating Room Evaluation; N/A, not applicable.

confounded by unmeasured sources of variation.
These unmeasured sources of variation may relate to
random events or sources of variability not measured
in the study (eg, time of day, rater mood, room
lighting, etc)."’ Measurement error from the interac-
tion of the participant-by-item was the second-largest
contributor to the observed test scores for these tools.

TABLE 4
Dependability Coefficients for All Assessment Tools

Assessment Tool R Rty SEM
Index
Checklist tool
Internal jugular 0.64 0.11
Subclavian 0.65 0.10
Critical error tool
Internal jugular 0.59 0.13
Subclavian 0.66 0.10
OSATS tool
Internal jugular 0.88 0.29
Subclavian 0.78 0.32
O-SCORE tool
Internal jugular 0.85 0.45
Subclavian 0.78 0.50

Abbreviations: SEM, standard error measure; OSATS, Objective Structured
Assessment of Technical Skills; O-SCORE, Ottawa Surgical Competency
Operating Room Evaluation.

426 Journal of Graduate Medical Education, August 2019

This variance represents the inconsistency in the
trainees’ scores across the individual items in the
scoring tools.”” These findings suggest that successful
performance in one construct of interest does not
necessarily equate to success in other constructs, or
overall competence,” and reinforces that checklist
tool scores frequently have lower reliability than
those from global rating scales.” Variance contributed
by the raters was negligible, suggesting our rater-
training process was effective. In contrast, the largest
source of variance contributing to the observed test
scores for the OSATS and O-SCORE tools was
derived from the participants themselves.

Our decision study further supports the use of
OSATS and O-SCORE in the assessment of CVC
insertion competence. In contrast to the checklist or
critical error tool, the dependability coefficients for
the OSATS and O-SCORE exceeded our predefined
threshold, allowing us to predict ways to improve
efficiency without sacrificing dependability. Based on
this study, we would be able to maintain the
dependability of scores for both anatomical sites
using either the OSATS or O-SCORE with one less
rater.

Study findings are limited due to our use of a small
number of learners from 2 ICUs in a single health care
system. Although CVC techniques tend to be
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TABLE 5
Decision Study Results for All Assessment Tools
Examination Depf:;l:)l(:ility —2 Raters —1 Rater | +1 Rater | +1Iltem | +2Items | +3 Items

Checklist tool, 1J 0.64 0.48 0.59 0.66 0.66 0.67 0.69
Checklist tool, SC 0.65 0.48 0.60 0.68 0.67 0.68 0.70
Critical error tool, 1J 0.59 0.44 0.54 0.62 0.62 0.64 0.67
Critical error tool, SC 0.66 0.50 0.61 0.68 0.69 0.72 0.74
OSATS tool, 1J 0.88 0.72 0.83 0.90 0.88 0.89 0.89
OSATS tool, SC 0.78 0.56 0.71 0.82 0.79 0.79 0.80
O-SCORE tool, IJ 0.85 0.65 0.79 0.88 N/A N/A N/A
O-SCORE tool, SC 0.78 0.54 0.70 0.83 N/A N/A N/A

Abbreviations: 1J, internal jugular; SC, subclavian; OSATS, Objective Structured Assessment of Technical Skills; O-SCORE, Ottawa Surgical Competency

Operating Room Evaluation; N/A, not applicable.

relatively uniform worldwide,?**! generalizations to

other institutions or different learner groups may be
limited. The low-fidelity mannequins did not allow us
to evaluate some components of CVC insertion, such
as patient positioning, anesthetic instillation, or
radiographic confirmation of line position. Technical
difficulties with the mannequins prevented some
residents from successfully completing the procedure,
although the number of studies excluded for analysis
on that basis was very small (2%-9%). Since our
study assessed resident performance on CVC insertion
using simulated task-trainer mannequins, extrapola-
tion to performance on actual patients may be
limited. We did not examine resident performance
using ultrasound guidance for CVC insertion; there-
fore, the findings may not be generalized to proce-
dures in which ultrasound is routinely utilized.
Although ultrasound is recommended for CVC
insertion, this is not always an option.>? Availability
of ultrasound is restricted to clinical sites and
departments that can afford the technology, not
infrequently limiting access in rural, smaller, or less
economically advantaged centers. Furthermore, ultra-
sound may not be readily available during emergency
situations, such as those encountered on some wards
or outpatient settings. For these reasons, clinical
practitioners often must be able to perform CVC
insertion with and without ultrasound guidance.
Finally, although scores provided by the OSATS and
O-SCORE were more dependable than those from the
checklist or critical error tools, 2 raters were still
needed to exceed our dependability threshold. This
limits their utility as workplace-based assessment
instruments. The raters in this study were intensivists
in a single academic department, limiting generaliz-
ability to raters with different backgrounds and
experiences in resident assessment.

Future studies will examine the performance and
dependability of the O-SCORE for other clinical

procedures, such as ultrasound-guided CVC insertion.
This will enable us to determine how broadly this tool
can be utilized for procedural skills assessment in
critical care medicine.

Conclusion

Our results suggest that global rating scales, such as
the OSATS or O-SCORE, are more dependable than
checklists or critical error tools for assessment of
competence in CVC insertion, an essential procedural
skill for many clinical trainees to acquire. These
results, together with the simplicity of the O-SCORE,
support adoption of the O-SCORE for assessing CVC
insertion at our institution.
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