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Introduction

The Accreditation Council for Graduate Medical Education

(ACGME) convened the Advisory Committee on

Educational Outcome Assessment in 2007–2008 to identify

high-quality assessment methods for use in residency

programs. These methods would form a core set that could

be used by all programs in a specialty. Implementation of

assessment methods across programs would enable

establishment of national specialty databases of program

performance. This, in turn, would set the stage for

accomplishing the phase III and IV Outcome Project goals

of using educational outcome data in accreditation and

identifying benchmark programs.1

During the initial phases of the Outcome Project,

ACGME invited programs to develop assessment methods

as a way to actively engage residency educators and

stimulate development of high-quality methods. This

‘‘grassroots’’ approach produced pockets of success but

overall was hampered primarily by insufficient resources

within residency programs, the extensive testing needed to

establish validity, and the unavailability of clear standards

for judging the quality of assessment methods.

Advisory Committee Recommendations for
Advancing Assessment

The 20-member Advisory Committtee for Educational

Outcome Assessment consisted of resident and practicing

physicians, resident educators, program directors,

designated institutional officials, educational researchers,
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Abstract

Background The Outcome Project requires high-quality
assessment approaches to provide reliable and valid
judgments of the attainment of competencies deemed
important for physician practice.

Intervention The Accreditation Council for Graduate
Medical Education (ACGME) convened the Advisory
Committee on Educational Outcome Assessment in
2007–2008 to identify high-quality assessment methods.
The assessments selected by this body would form a core
set that could be used by all programs in a specialty to
assess resident performance and enable initial steps
toward establishing national specialty databases of
program performance. The committee identified a small
set of methods for provisional use and further evaluation.
It also developed frameworks and processes to support
the ongoing evaluation of methods and the longer-term

enhancement of assessment in graduate medical
education.

Outcome The committee constructed a set of standards, a
methodology for applying the standards, and grading rules
for their review of assessment method quality. It developed a
simple report card for displaying grades on each standard
and an overall grade for each method reviewed. It also
described an assessment system of factors that influence
assessment quality. The committee proposed a coordinated,
national-level infrastructure to support enhancements to
assessment, including method development and assessor
training. It recommended the establishment of a new
assessment review group to continue its work of evaluating
assessment methods. The committee delivered a report
summarizing its activities and 5 related recommendations
for implementation to the ACGME Board in September 2008.
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psychometricians, Residency Review Committee members,

staff of certification boards and medical testing

organizations, and ACGME staff. The committee

performed its work during a 14-month period and delivered

a final report to the ACGME Board in September 2008.2 In

its report, the committee presented 5 key recommendations

for enhancing assessment of residents, and the processes and

frameworks it developed to support their implementation.

Recommendation 1

Standards for evaluating assessment methods should be

adopted and implemented. An assessment toolbox containing

methods that meet the committee’s standards for methods

should be established and, when sufficiently equipped, used as

the source of assessment methods for residency programs.

Recommendation 2

A goal of the graduate medical education community should

be the eventual adoption of a core set of specialty-

appropriate assessment methods. Whenever possible, the

same methods or method templates should be used across

specialties. Specialties should provisionally use and evaluate

promising methods if compliant methods are not available.

Recommendation 3

Assessment systems with features defined herein should be

implemented within and across residency programs.

Recommendation 4

An Assessment Review Group should be established to

refine recommended features for assessment systems,

coordinate assessment method development, and manage

assessment method review using the standards for methods.

Recommendation 5

Best-evidence guidelines for assessment method

implementation and train-the-trainers approaches for

assessors and feedback providers should be developed and

made available to residency programs.

Furthermore, the committee developed standards, an

evidence-based approach for evaluating assessment methods, a

report card for displaying results, a provisional set of methods

for potential use across programs, assessment system

characteristics, and an infrastructure for developing

assessment methods and assessor training nationally; these

tools are described below.

A Methodology for Evaluating and Selecting
Assessment Methods
The committee developed standards and an assessment

evaluation methodology to identify high-quality assessment

methods. van der Vleuten and Shuwirth’s3 utility equation (ie,

utility 5 validity 3 reliability 3 acceptability 3 educational

impact 3 cost effectiveness) provided a useful framework for

guiding extension of standards beyond traditional

psychometric considerations. The proposed standards are in 6

areas: reliability, validity, ease of use, resources required, ease

of interpretation, and educational impact.

The standards for reliability emphasize the importance

of this metric for all scores and subscores used, for interrater

and intrarater reliability, and for classifying individuals

consistently (eg, as pass or fail) on repeated assessments using

the same method. Standards for validity were selected to concur

with Messick’s view that, ‘‘validity is an integrated evaluative

judgment of the degree to which empirical evidence and

theoretical rationales support the adequacy and appropriateness

of inferences and actions based on test scores or other modes of

assessment’’ (emphasis in the original).4 The standards

emphasize establishing validity by providing rationales,

evidence, and theory for interpretation of assessment results.

The standards also include the extent of a rater’s agreement

with ‘‘gold standard’’ or consensus ratings and detection of

known strengths and weaknesses of a performance.

Standards for ease of use and resources required specify

limits on the time it takes to perform an assessment or train

assessors, and they favor portable forms that can be

completed by an individual assessor without additional

resources. Standards for ease of interpretation favor methods

that produce simple scores, such as percent correct, and have

norms and readily accessible reports for comparing

individuals to group performance. The educational impact

standard specifies that methods should yield results that

stimulate positive change in individual resident performance,

knowledge, skills, or atttidues or the educational curriculum,

or are actionable and perceived as useful. A more detailed

listing of the standards is included in Table 1.

The current ACGME common program requirements

state that assessment must be objective.5 By including the

standards for psychometric properties, feasibility, and

usefulness, the proposed ACGME standards for assessments

are more congruent with those endorsed by other bodies,

such as the National Quality Forum,6 the Joint

Commission,7 and the Postgraduate Medical Education and

Training Board,8 for performance assessments used in the

oversight of health care and educational quality.

The standards for assessments represent minimal

standards and are intended as guidelines to evaluate and

select assessment methods. These standards are evolutionary,

and the committee hopes that the proposed Assessment

Review Group and others, including medical education

assessment researchers, might consider and build on them.

Evidence-Based Grading of Assessment Methods
The committee created a grading scheme for evidence-based

evaluation of assessment approaches against the standards

for assessment methods; they also devised evidence rules for

each of the 6 standards, as well as summary rules that

consider the importance of the standards and quality of

published evidence about each assessment method being

evaluated. An example of the grading rules for educational

impact is shown in TABLE 2 . Grading rules for other
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TABLE 1 Overview of Standards for Evaluating the Quality of Assessment Methods
a

Reliability

1. Reliability indicators must be available for any total score or subscore that will be interpreted.

2. Interrater and intrarater reliability for multiple ratings of the same learner should be provided when scoring or rating entails
subjective judgment.

3. For high-stakes decisions, an estimate should be provided of the percentage of learners who would be classified the same on 2
applications of the same method or rating process.

Validity

1. A rationale for each interpretation and use of evaluation results along with evidence and theory should be presented.

2. Processes and procedures used for selection of the content of assessment and for any criteria (eg, importance, frequency, and
criticality) used to sample content should be described and justified when validation rests in part on the assessment content.

3. When the rationale for the use and interpretation of an assessment depends on the psychological processes or cognitive operations
of the learner or the processes of the evaluator, the theoretical or empirical evidence that supports the interpretation should be provided.

4. When unintended consequences result from use of a specific assessment, an attempt should be made to identify the cause. For
example: Is the assessment measuring something other than what it was intended to measure? Did the assessment fail to measure fully
the intended construct?

5. The degree of agreement between a single expert rater and ‘‘gold standard’’ or consensus ratings for the same performance should
be provided when a single rater using subjective judgments is the basis of the assessment.

6. When a single rater using subjective judgment is the basis of the assessment, the degree to which known strengths and
weaknesses of the learner are detected should be provided.

Ease of use

1. The assessment tool is easily carried or accessed in the course of daily clinical or teaching activity.

2. The tool requires little special setup.

3. The tool requires less than 20 minutes for the assessor to complete.

Resources required

1. No additional resources are required beyond the documentation tools.

2. Training requirements for assessors do not exceed an hour.

3. No additional persons other than an individual assessor are required to complete the evaluation.

Ease of interpretation

1. Individual scores are interpretable—for example, on an easily understood scale, such as percent correct or against behavioral or
other descriptive criteria—and are accompanied by interpretation guidelines.

2. Normative data are available consisting of: (1) a standard of care; (2) performance of other residents at the same level of training
and/or experience; (3) performance of other residents with more or less experience; and (4) the resident’s performance level at an earlier
stage of education and experience.

3. Preprogrammed, easy-to-read reports and graphs make it simple to compare individual to group performance.

Educational impact

1. The method has been shown to positively affect individual learner performance; that is, there is a change in knowledge, skills, or
attitudes.

2. The method has been shown to positively affect or change program curriculum (should be corroborated in at least 2 studies).

3. The method has been shown to provide specific actionable results that are regarded as useful by the learners.

a Standards for reliability and validity were derived from Standards for Educational and Psychological Testing.9
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standards are similar because the most critical aspects

of the standard, plus other supportive evidence, are required

for the highest grade. TABLE 3 presents the overall summary

rules, and TABLE 4 presents example grades for the

mini-Clinical Evaluation Excercise in the report card

format.

The summary grading approach was adapted from

evidence-based medicine practices.10 Following this

approach, a grade is assigned to indicate the strength of

evidence for a particular treatment based on prespecified

criteria related to the rigor of the research methodology.

The results of applying this approach to grading assessment

methods will contribute to other ongoing efforts to

strengthen the evidence base in medical education, as

initiated by Best Evidence Medical Education.11 The report

card is intended as a user-friendly source of evidence to

validate use of methods and guide selection of additional

assessment approaches.

The committee tested aspects of its emerging evaluation

framework and process in a review of selected assessment

methods. Nine methods known to have a modicum of

published evidence were selected for review. Individual

reviewers presented their reviews to the entire committee for

discussion and recommendation. Sample methods

recommended for inclusion as a starter set in the new

ACGME toolbox are listed in TABLE 5 . The class 2 methods

are recommended for dissemination and use, whereas the

class 3 methods are recommended for further development

and testing. No class 1 methods were identified.

The quality of assessment methods can only be

determined in the context in which they are used. Thus,

these methods have only demonstrated the potential for

producing quality results as determined through the

agreement of available evidence with the proposed

standards. Optimal implementation will always include

continued validity testing in context.

TABLE 2 Example of Grading Rules for Educational Impact

Grading for educational impact

A Meets both standards 1 and 2.

B Meets either standard 1 or 2.

C Standard 3 is met.

NI Not enough information from literature to judge

Standards for educational impact

1. The method has been shown to positively affect individual learner performance (change in knowledge, skills, or attitudes).

2. The method has been shown to positively affect or change program curriculum (should be corroborated in at least 2 studies).

3. The method has been shown to provide specific actionable results that are regarded as useful by the learners.

TABLE 3 Summary Rules for Evidence-Based Grading of Assessment Methods

Grading for the overall recommendation

Class 1 The assessment method is recommended as a core component of the program’s evaluation system.

Class 2 The assessment method can be considered for use as one component of the program’s evaluation system.

Class 3 The assessment method can be used provisionally as a component of the program’s evaluation system.

Criteria for determining level of evidence

Level A Published data from methodologically sound evaluation studies of the method in multiple (more than 2) settings provides
strong evidence for all components of the modified utility index (reliability, validity, ease of use, resources required, ease of
interpretation, and educational impact).

Level B Published data from methodologically sound evaluation studies of the method in a minimum of 2 settings provide some
evidence of acceptable reliability and some evidence of validity, ease of use, and educational impact. Acceptable evidence for
ease of interpretation is available for methods used to make high-stakes decisions. Available evidence for ease of use and
resources required suggests that the tool is usable by many programs.

Level C Data from methodologically sound evaluation studies of the method provide evidence of acceptable reliability, validity, and
educational impact. Little evidence is available to assist interpretation of performance. Available evidence for ease of use and
resources required suggests that the tool is usable by many programs.
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A Residency Program Assessment System

Methods that meet the standards can enhance assessment in

residencies. The literature on performance appraisal,

however, clearly shows that multiple curricular, social, and

cultural aspects of the learning environment influence

assessment quality.27–34 For instance, aligning curricular

elements (desired outcomes, learning opportunities, and

assessment) so that all target the same competencies is an

essential condition for validity.31–34 Social and cultural

factors come into play through assessors, who tend to be

more lenient (and less accurate) when assessment is high

stakes and may disrupt relationships with the persons

assessed; when they feel that assessment is unfair or

unimportant;27–28 or when they lack competence and a sense

of efficacy as assessors.29

Enhancing assessment, therefore, will require

implementation of promising methods within a context of

supportive features. The committee selected 9 contextual

features from the literature4,27–37 and organized them as an

assessment system to emphasize their collective importance.

1. Clear purpose and transparency. This involves clear

communication of the purpose, timing, and focus of

assessment well before the assessment occurs. The purpose

could be communicated as formative (for guiding

performance improvement) or summative (for making high-

stakes decisions regarding progression, promotion, and

graduation).

2. Blueprint. Implementation will involve preparation

of a blueprint that identifies the knowledge, skills,

behaviors, or other outcomes that will be assessed, the

learning or patient care context in which assessment will

occur, and when the assessment will be done.

3. Milestones. Milestones describe, in behavioral

terms, learning and performance levels residents are

expected to demonstrate for specific competencies by a

particular point in residency education.

4. Tools and processes. Implementation involves

assessment methods that meet the standards for methods

and that assess the skills, knowledge, attitudes, behaviors,

and outcomes that are specified in the blueprint and

milestones.

5. Qualified assessors. Qualified assessors are

individuals who have observed resident behaviors, have

expertise in the areas they are assessing and, where

appropriate and feasible, receive training on the assessment

methods.

6. Assessor training. Assessor training teaches

assessors to recognize behaviors characteristic of different

levels of performance and associate them with appropriate

ratings, scores, and categories (eg, competent or proficient).

7. Evaluation committee. Implementation involves

review of residents’ assessment results by the program’s

evaluation or competency committee and joint decision

making to arrive at a summary assessment.
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8. Leadership. Implementation will involve selection

of knowledgeable persons committed to high-quality

assessment and capable of engendering faculty commitment

to the process.

9. Quality improvement process for assessment.

Implementation will involve periodically reviewing whether

assessments are yielding high-quality results that are useful

for their intended purposes.

Collectively, these features create conditions for reliable,

valid, feasible, and useful assessment. A clear statement of

assessment purpose, a blueprint, milestones, and assessment

methods, when aligned, establish an essential condition for

assessment validity.4,31–34 A blueprint, milestones, and

assessors from different professional roles and work settings

facilitate obtaining a broad, representative sample of

performance assessments, thereby contributing to

assessment validity.35 Selecting assessors with adequate

exposure to resident performance and providing training

should enhance their competence and self-efficacy, and

thereby improve assessment accuracy and reliability.28,29,38

Reliability and accuracy of assessment can increase through

evaluation committee discussions and the pooling of

knowledge about the person being assessed.39,40 Last,

assessment leaders can shape the culture41 into one in which

useful, improvement-oriented, fair assessment is expected

and can motivate faculty and deliver needed resources.

An Infrastructure and Process for Assessment
System Development

The committee envisioned that improvement to assessment

would best be accomplished by a national infrastructure

involving groups of experts working in a coordinated and

collaborative way. This organized effort would focus on

development of milestones, assessment methods, and

assessor training. Methods that could be used across

specialties would be priorities for development. Through

TABLE 5 Methods Reviewed and Classified
a

Method or Tool Name Method Type Competency Domains

Class 2

Mini-CEX12 Direct observation and concurrent rating of real
patient encounter

N Patient care

N Interpersonal and communication skills

N Professionalism

Medical Record Audit and Feedback13,14 National Quality Forum–approved aggregated
process and outcome measures derived
retrospectively from real patient records

N Patient care

N Practice-based learning and improvement

Objective Structured Assessment of
Technical Skills15–20

Direct observation and concurrent rating of
simulated operative tasks

N Patient care (operative skills)

N Medical knowledge

Class 3

Operative Performance Rating System21 Direct observation and concurrent rating in real
operative setting

N Patient care

N Medical knowledge

N Interpersonal and communication skills

N Professionalism

Non-Technical Surgical Skills22,23 Direct observation and concurrent rating in real
operative setting

N Patient care

N Interpersonal and communication skills

N Systems-based practice

Anesthesiology Non-Technical Skills24 Direct observation and concurrent rating in real
operative setting

N Patient care

N Interpersonal and communication skills

N Systems-based practice

Communication Assessment Tool25 Retrospective patient ratings based on real patient
encounter

N Interpersonal and communication skills

SEGUE26 Direct observation and concurrent use of checklist
in real patient encounter

N Interpersonal and communication skills

Abbreviations: Mini-CEX, Mini-Clinical Evaluation Exercise; SEGUE, Set the stage, Elicit information, Give information, Understand the patient’s perspective,
End the encounter.

a No class 1 methods were identified.
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this approach, the committee sought to address problems

and recurrent issues with the current implementation

approach: creation of assessment methods of unknown or

variable quality and the resource waste and inefficiency

caused by redundant effort.

The committee proposed that a new Assessment Review

Group and external developers participate in identifying and

developing high-quality assessment methods and assessor

training. This work would complement that of the Use

Milestone Project groups being convened by certification

boards and the ACGME to establish performance-level

expectations and identify core assessment methods.42 An

assessment infrastructure including these groups is illustrated

in the FIGURE. Functions of the Assessment Review Group and

external developers are described below.

1. Assessment Review Group. This group will refine

the standards for assessment methods, identify assessment

method gaps in conjunction with the Use Milestone Project

groups and Residency Review Committees, oversee the

review of candidate methods for the ACGME toolbox, and

facilitate method development through communication

with external developers.

2. External developers. Professional medical

organizations, medical educator collaboratives, or

individual medical educators with appropriate expertise

could function as developers. Ideally, assessment method

developers will create and thoroughly field test high-priority

methods and then submit their method and evidence to the

Assessment Review Group for evaluation. Assessor training

will be developed (as appropriate) for methods adopted for

specialty-wide use.

Discussion

The committee’s recommendations are designed to increase

the quality and value of assessment and to relieve programs

of the work of developing new methods. Common tools will

make possible the creation of national databases of

assessment results and specialty norms. Program directors

can use the norms to better interpret resident and program

performance scores; Residency Review Committees can use

them to better gauge program performance.

However, appropriate caution is urged in using

aggregated assessment of individual residents for comparing

programs. Factors related to the local context and

implementation processes can limit the accuracy and

comparability of assessment results. Furthermore,

Residency Review Committee collection of performance

data for high-stakes use could adversely affect the accuracy

of resident assessment and the usefulness of the results for

formative purposes within the program. Accreditation

review strategies for addressing this potential problem need

to be devised and monitored.

FIGURE A Vision for Supporting Outcome Assessment
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Selection and use of assessment methods that meet

standards could improve the overall quality of assessment in

residencies. Evidence derived from field testing of

assessment methods is key to this process. Expansion of

field testing and accumulation and publication of evidence

will be needed for standards to be applied.

National-level development of assessment methods and

assessor training is intended to decrease cost and burden for

residency programs. This effort could be hampered if

sufficient resources are not allocated and targeted. It will be

important to note residency programs’ time, effort, and other

expenditures on improving assessment, and to ensure that

added effort is repaid with information and useful processes

for improving resident performance and educational quality.

The move toward a common set of assessment methods

should proceed by taking into account the variability of

expertise and resources among programs and the

substantive differences in competencies required for practice

across the specialties. Additional deliberations should

discuss how to accommodate and encourage programs in

the development and use of more innovative and resource-

intensive approaches, such as simulations (in situ or within

centers), given the recommendations and standards for use

of a core set of methods that require minimum resources.

Assessment is one aspect of improving residents’

training and program evaluation. However, it can serve as a

key facilitator when integrated judiciously into educational

culture and patient care. This integration will require the

commitment of faculty, institutions, and communities of

practice. It will also require a coordinated national effort

that forges efficiencies through use of shared methods

among programs and specialties while being attentive to

divergent needs and constraints. The use of a small core set

of high-quality methods meeting defined standards of

excellence, and the appropriate use of the assessment

information that flows from them, will do much to ensure

that medical training in the United States remains a model

for worldwide emulation. The general competencies

themselves were an important first step and cornerstone for

defining the corpus of professional responsibility for

physicians. Assessment is the means by which the

attainment of these professional ideals can be assured.
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